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GLOBAL ECONOMIC ORDER IN THE NEW MILLENNIUM: TWO VISIONS

Suresh Desai
Montclair State University
The global macro-environment is undergoing a fundamental transformation on the eve of the new millennium. This transformation is reflected in six phenomena.

1. GLOBAL ECONOMIC APARTHEID: one of the most fundamental changes is that of the emergence of global economic apartheid. On the one side are the G-7 countries; with three distinct, though interconnected regional economies; with some connected classes living in the megacities of the Third World. Even though they constitute, at a maximum, 20% of the worlds' population; they produce and consume 80-90% of the worlds' output. On the other side is the rest of the world, constituting 80% of humanity with access to less than 10% of the worlds' resources. They are no longer connected or marginal to the first world; they are useless or irrelevant either as buyers of products or as suppliers of resources. Such dualism, among nations and within a nation, has closed off the trickle down process.
2. SUPREMACY OF MNCs AND FINANCE CAPITALSM: Multi-national Corporations (MNC's) have evolved from a nation-based hierarchical organization to a networking organization, ushering an era of alliance capitalism and ascendancy of finance capital. MNCs and global finance now have the power to shape the direction, location and the rate of growth of a country; its technological evolution and its peoples well being. They wield power, accountable to no one.
3. INCREASING ECONOMIC INSECURITY: The new techno-economic paradigm, in its relentless drive for cost-cutting, is developing truly intelligent and fully integrated systems of computer-controlled manufacturing, support logistics, design development and consumer interface and support. It has diminished significantly the role of humans as the most important factor of production, resulting in increased economic insecurity for the anxious middle class.
4. POLITICAL IMPOTENCY: The nation-state emerged in the 20th century as an active, autonomous force, affecting markets and society to achieve national goals. It has now become an arena for rent-seeking activities by its agents (politicians, bureaucrats) and by its clients (business and other pressure groups). All pervasive corruption at political and administrative level and the role of big money in politics has eroded the capacity of the state to be an instrument of national will.
5. UPSURGE OF TRADITIONAL  IDENTIES: We are also witnessing the confident upsurge of traditional religious, ethnic, caste and regional identities, resulting in a fractured social universe.
6. EROSION OF CULTURAL AND MORAL VALUES: The disintegration of the social universe and modernity's assault on traditional values has eroded the cultural and moral universe that gave "meaning" and "sense of purpose" to human beings. This spiritual leakage from the soul is well reflected in the tabloids, talk shows and media of modern society. 
These six phenomena are causing a turbulent and unpredictable future for human societies in the new millennium. There are two competing visions, offering different ways of managing these forces, struggling to capture the hearts and minds of human societies.
CONVENTIONAL WISDOM: One vision is articulated by the emergent, primarily urban, globally linked and globally oriented elite class. It argues for a strong commitment to the goals of economic growth and western consumerism. Their strategy can be summarized in the following six propositions.

1. Accelerate the march towards globalization of market, investment, manufacturing bases and of demographic and cultural movements. The new techno-economic paradigm will fuel economic growth and will ensure a continuously rising standard of living.

2. Develop a policy infrastructure aimed at attracting MNCs and global finance, the main agents of globalization. Open up the economy; privatize industries and financial institutions; remove all restrictions on trade, technological transfer, investment, and management; ease or dismantle environmental and labor laws; free information order from cultural constraints so that masses can develop tastes and attributes compatible with globalization.

3. Accept the reality of global economic apartheid and associated increase in economic insecurity as a necessary price for economic growth and progress. Economic, political, social and cultural inequality is a normal, natural and necessary human condition due to differences in aptitudes; motivations and mores.

4. Correct rent-seeking politics by weakening the power of special interest groups responsible for it by reinventing government. Transfer the redistributive role of government to faith-based, private non-governmental philanthropic efforts, emphasize the productive role of the state; e.g. maintain law and order; provide infrastructure of transportation, communication, scientific research and life-long training programs; reduce tax rates to strengthen incentives to invest, expand and grow.

5. Deal with religious, ethnic and regional fundamentalism that threatens the effective functioning of global marketplace by appropriate military, economic, diplomatic and cultural foreign policies. Contain them by (i) establishing a global institutional and normative order (through rules promulgated by global institutions, e.g. IMF, WB, WTO, EU, UNO, NATO); (ii) asserting them through collaborative mechanisms of the G-7 and other associated countries; (iii) enforcing them, if necessary, through strategic threats or actual use of military force; and (iv) strengthening the apparatus of the state in many developing countries so that it can effectively maintain law and order.

6. Control moral-cultural-social disintegration by attacking its root causes; e.g. anything goes value-relativism of the media and the cultural elite; decaying welfare-state and, anti-tradition judicial activism.

AN ALTERNATIVE VISION: Alternative vision championed by social activist groups - environmental, labor, feminist, religious, etc.- argues that the strategy advocated by conventional wisdom is not going to work. The conventional wisdom does not deal with the fundamental issue of the new millennium; that of opening access and opportunity to all human groups to participate in the global economic order while maintaining democracy, social equality and cultural integrity. MNC and global-finance dominated globalization is creating economic apartheid; greater economic insecurity and cultural disintegration. The attempt to control traditional ethnic, religious or regional disintegration through force or by co-optation through rent-seeking politics will lead to more conflict, violence, terrorism or counter-terrorist reprisals and the corrosion of the infrastructure of democracy. Their alternative vision can be summarized in the following six propositions.
1. Accept the basic fact of social-cultural diversity of human society. These human communities are real, natural and a product of historical evolution. They are also necessary for the physical, social, moral and spiritual development of human beings. They shape peoples' perceptions of reality and experience and provide a moral vision that liberates individuals to rise above their narrow self-concern and self-interest. This socio-diversity of human society needs to be sustained, safeguarded as well as enriched.

2. Restructure the economic system and its institutional as well as policy regimes, at the local, national and global levels, so that they nurture and strengthen these human communities. Regulate MNCs and global finance so that globalization, instead of leading to economic apartheid, emerges as a system of oceanic, concentric, ever-widening circles where the larger circle (the emerging global economic order) is supportive of the inner circles. Such a system should give power and strength to inner circles and the larger circle should play a supporting, complementary role.

3. Emphasize the principle of social responsibility of all groups; especially the powerful and the elite. Urge them to act as trustees of their communities by taking into account the impact of their policies and decisions on the community and socio-economic-cultural context of their lives. 

4. Reorganize political, economic and social structures with emphasis on decentralization, openness and participatory democracy. All groups, especially those "locked out" need to have access to effectively participate in the collective decision-making process.

5. Transform the rent-seeking political arena by injecting the moral vision of the community as a supreme goal for all participants in the collective discourse. The bargaining process among different groups, with built-in-checks-and-balances, if conducted within the moral framework and with full participatory democracy, will truly reveal society's preferences regarding various macro-economic goals and tradeoffs. Such spiritualization of politics is necessary to prevent democracy from degenerating into a market for rent-seeking activities.

6. Constrain the prevailing moral decay or chaos by emphasizing community values, standards and trusteeship on the part of the elite. Individuals without such an anchor in these values are likely to put the pursuit of self-interest on the highest pedestal, not only crowding out social, moral and spiritual needs but also rendering them as insignificant and irrelevant. Renewed emphasis on these values will prevent social disintegration as well as moral chaos.


These two visions are competing to reshape market-state-society interrelationships, both nationally and globally, in the new millennium. The main contest will be in the social and political arena. We witnessed their clash in the streets of Seattle and Bangkok at WTO meetings and in Davos at the World Economic Forum meeting. What we, as business educators can do, is to engage in serious dialogue about the institutional reforms, policy alternatives and changes in practices needed to translate these two visions at the ground level. Some of these proposals are already on the table: provide 'social labeling'; eliminate socially harmful subsidies; require offending countries to offer offsetting trade liberalization; end tariffs on all goods exported by poorest nations; make WTO more transparent; allow filings by NGOs in WTO's dispute-resolution process; Stress more mediation; make workers stakeholders by creating life-long learning system, a rapid reemployment system, and wage-insurance system for dislocated workers. We can suggest, if possible, new options that may offer a new synthesis.


No one can be sure of the future. It will depend upon the choices of various human societies. These choices will be shaped by not only (i) the attractiveness of the new intellectual options we offer but also on (ii) the openness and the participatory nature of the collective decision-making processes and (iii) the inertia and the resistance of the existing institutions in different societies. Our intellectual discourse about these alternative visions and possible options will open and extend the boundaries of social choice and action of human societies. It is extremely critical and urgently needed. Let this be the start of such a discourse.

* Keynote address at the 7th annual meeting of American Society of Business and Behavioral Sciences in Las Vegas, Nevada, February 19, 2000 
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COMPETITIVE BARRIERS IN THE EUROPEAN PHARMACEUTICAL INDUSTRY
Mike Rayburn
Tommy Cates
 The University of Tennessee, Martin
ABSTRACT: Pharmaceuticals in Europe have historically been subject to a large amount of government regulation by the Member States.  The European Commission has proposed a regulation that will introduce a new system for the central licensing of all medicines and this should help reduce some of the barriers.   Price controls and limits on the number of products that qualify for reimbursement are the most important public barriers.   The disparity in prices among Member States has also induced pharmaceutical enterprises to try to prevent parallel trading.  
INTRODUCTION: The pharmaceutical industry (Hancher, 1990) in the European Community (EC) has some very distinct features which have produced some unique competitive barriers in this industry.  A prescription drug is usually not selected by the consumer, but by the consumer's doctor.  Since the medicine is usually paid for by public funds, considerations of price are usually not a significant factor in the doctor's selection.  Pharmaceutical companies promote their products on the basis of their qualities and not their price, and try to build up brand loyalty for their product which can protect it against new entrants even after the patent has expired.
The pharmaceutical industry (Economist Advisory Group, Ltd., 1988) is also subject to a large degree of government regulation.  The admission of new drugs to a country's market is strictly controlled and proof of a product's safety, efficacy and quality is generally required (Hancher, 1990).  Since there is little price competition in the industry, most Member States have adopted some form of pricing policies or restriction on the number of products which qualify for reimbursement from public funds.   Member States have also created restrictions on marketing, the importation of parallel imports, and patents/trademarks.  Most states have tried to justify barriers in this industry by claiming that they are necessary for the protection of the health of their citizens based on Article 36.

The supply of pharmaceuticals (Economist Advisory Group, Ltd., 1988) in the European Community is highly internationalized.  Taking the Community as a whole, only forty-three percent of sales are by native companies to their own national market.  Production in this industry is dominated by large, mostly international, firms with the resources to develop new drugs.  Smaller companies in the Community usually concentrate on generics or over-the-counter products to exploit local markets.  Since the pharmaceutical industry is dominated by large enterprises, there have been several impediments caused by abuses of dominant positions (Article 86) and agreements in violation of Article 85.

The Court of Justice and the Commission of the European Communities have had to contend with these competitive barriers in the pharmaceutical industry.  This paper will explore both public and private impediments to the pharmaceutical trade within the EC and the response of the Court of Justice and the European Commission to these barriers.

GOVERNMENTAL RESTRAINTS OF TRADE:
Price Controls: The absence of price competition in the pharmaceutical industry has caused most of the Member States to adopt some form of price controls to reduce expenditures for health care.  Dutch legislation that set prices differently for domestically and imported medicines was challenged in Roussel Laboratoria B.V. v. Netherlands (1985).   The price of drugs in the Netherlands was appreciably higher than in other Member States and eighty percent of the medicines used are imported from other Member States.  In order to combat this problem, domestic producers were prohibited from selling at a price greater a reference price based on the price charged on the Dutch market before a certain date.  Imported medicines could not be sold at a price higher than a reference price based on the price charged in the manufacturer's country of origin.  The Netherlands contended that Article 30 was not violated because the legislation was intended to combat the dual pricing scheme undertaken by pharmaceutical companies of charging different prices in different Member States.
The Court held that a Member State (Roussel Laboratoria B.V. v. Netherlands, 1985) is entitled to combat price differentials caused by a dual pricing system, but only if the measures used do not have the effect of a quantitative restriction.  Legislation that differentiates between two groups of products must be regarded as a measure having an effect equivalent to a quantitative restriction where it is capable of making more difficult, in any manner whatsoever, the sale of imported products.  The Dutch legislation, by binding importers to prices fixed in the country of production, failed to consider the economic and legal provisions that differ between Member States.  Since the legislation can have the effect of placing imports at a disadvantage, the legislation violated Article 30.
Restriction on Products Which Qualify for Reimbursement: The absence of price competition in the pharmaceutical industry has also led Member States to restrict the number of products which qualify for reimbursement from public funds.  In Duphar v. Netherlands, 1984, a Dutch law, which excluded certain drugs from the compulsory health care scheme was challenged as a violation of Article 30.  Certain medicines were excluded because there were other pharmaceuticals, which had the same therapeutic effect at a lower price.  The Court ruled that it is permissible for Member States to adopt legislation to restrict the consumption of certain pharmaceuticals in order to promote the financial stability of their health-care insurance schemes.  But even if this type of legislation does not directly affect the trade in pharmaceuticals, it may indirectly influence the possibility of importing medicines depending on how the legislation is applied.   The Court noted that eighty percent of the pharmaceuticals in the Netherlands are imported and that the public insurance scheme pays for seventy percent of all medicines.  So exclusion from reimbursement may effectively exclude a product from the market altogether.
In Duphar v. Netherlands, 1984, the Court held that for this legislation to be in conformity with Article 30, the choice of which medicines to exclude must be free of any discrimination to imported pharmaceuticals.  Therefore, the exclusionary lists must be drawn up in accordance with objective criteria, without reference to the origin of the products, and must be verifiable by any importer.   If these criteria are maintained, then any imported medicine can gain access to the Dutch market provided that it has a price advantage over competitors with the same therapeutic effect.
Marketing Restrictions: The Member States have also created various marketing restrictions in the pharmaceutical industry.  In Re Marketing of Pharmaceuticals: Commission v. Germany, (1984) the Court of Justice held unlawful a German law which required that pharmaceutical products can only be placed on the market by an enterprise having its headquarters in Germany.  The German government argued that the law does not constitute an obstacle to imports because all pharmaceutical enterprises would want to have a representative in Germany for commercial reasons anyway.  The Court rejected this argument holding that the law would mean additional costs for some importers and have an effect equivalent to a quantitative restriction in violation of Article 30.  The German government also tried to argue that the law was justified on the basis of Article 36 because it is the only way to protect public health in an efficient way.   The Court also rejected this argument because it felt that the necessary safeguards could be put into place during the application and authorization to place the drug on the market.
Parallel Imports: Member States have also erected barriers in the pharmaceutical industry which prevent the free movement of parallel imports.  In Officier Van Justitie v. Adriaan De Peijper (1976) an independent importer bought valium from an English wholesaler and imported it into the Netherlands.   As a condition for the importation of medicines, Dutch legislation required the presentation of documents attesting to the composition and the method of preparation of the drug that are verified by the manufacturer.  The manufacturer, Hoffman-La Roche, had already received authorization from the Dutch authorities to import valium and had filed the proper documents.   The importer argued that because it could not obtain the co-operation of Hoffman-La Roche to obtain this documentation, it was prevented from importing valium into the Netherlands, even though the Dutch authorities had authorized its use and had identical documentation on file.  The Court held that the law had the consequence of allowing a manufacturer and its duly appointed representatives to enjoy a monopoly of importing and marketing the drug and was the equivalent effect to a quantitative restriction in violation of Article 30.
Patents:   Article 36 allows member states to prohibit imports where it is necessary for the purpose of safeguarding rights in industrial or commercial property.  The application of U.K.'s patent laws to the pharmaceutical industry was examined in Allen & Hanburys Ltd. v. Generics (U.K.) Ltd., 1988.  The plaintiff held a United Kingdom patent known as a "license of right" for the pharmaceutical product salbutamol.   This type of patent allows any party to receive a license to manufacture and market the product in the United Kingdom and the patent holder is guaranteed a fair return.  Importers do not have a corresponding right to receive a compulsory license.   Generics, the defendant, wanted to import salbutamol from Italy where it was manufactured by a company having no contractual connection to the plaintiff.  The plaintiff was seeking an injunction to prevent Generics from importing the pharmaceuticals.
The Court held that (Allen & Hanburys Ltd. v. Generics, U.K., Ltd., 1988) the United Kingdom may not prohibit the importation from another Member State of pharmaceuticals which infringe the patent since a similar action could not be maintained against an infringer who manufactures the drugs in the United Kingdom. Since the patent law discriminated against importers, it was not permitted by Article 36. 
Trademarks:   Trademark laws have also been used to erect barriers in the pharmaceutical industry, especially with regard to parallel imports.  In Regina v. Pharmaceutical Society of Great Britain, (1989) importers challenged United Kingdom rule requiring pharmacists to dispense only drugs as named by the doctor in the prescription and not substitute another generic product, even if the pharmacist believes that the therapeutic quality of the other drug is identical to the one prescribed.   Importers of parallel products which carry different brand names challenged this rule.  The Court stated that, a rule prohibiting a pharmacist from substituting another product with the same therapeutic effect for the medicinal product prescribed by the doctor treating the patient generally constitutes a measure having an equivalent effect within the meaning of Article 30.   But the Court held that the rule was justified under Article 36 on grounds of the protection of public health.
Importation by Individuals: Member States have also created barriers to prevent individuals from importing drugs.  In Schumacher v. Hauptzollamt Frankfurt Main, 1989, a German individual ordered for his personal use a medicine from France.  The medicine is manufactured in France and available in the pharmacies in Germany without a prescription, but the price in Germany is about four times as high as in France.  The German customs authorities refused to grant clearance to the medicine because German law only allows the importation of such products if the consignee is a pharmaceutical undertaking or a veterinary surgeon. Germany argued that allowing sales only through authorized pharmacies is necessary to provide consumers with a number of safeguards, such as proper information, advice and guarantees of quality.   The Court stated that Member States are within their powers to make sure that pharmaceuticals are only marketed through pharmacies, but that a general prohibition of imports is not justified in the case of individuals who buy their medicines from a pharmacy in another Member State.  The Court believed that this restriction was not justified under Article 36 to protect the health of its citizens because the purchase of medicines from a pharmacy located in another Member State provides a guarantee equivalent to what the German government is trying to accomplish.
PRIVATE RESTRAINTS OF TRADE:
Abuse of a Dominant Position: The pharmaceutical industry in the European Community has also faced competitive barriers implemented by a pharmaceutical manufacturer abusing its dominant position in the market.  In Hoffman-La Roche & Co. v. Commission (1979) the Commission claimed that Roche abused its dominant position in the vitamin market by requiring purchasers to buy all of their requirements from it.   Roche manufactures thirteen different vitamins, all of which have pharmaceutical uses.  Vitamins C and E also had technological uses for which there were competing products that were suitable for the same use.   The Court held that each group of vitamins constituted a separate market, but that the competing products for the technological use of vitamins C and E should not be included in their relevant market.  Each market included the entire European Community.  The Court then considered the market share of each of Roche's vitamins, the strength and size of its competitors, and the technological lead over its competitors to rule that Roche had a dominant position in six vitamin markets.
Roche (1979) was accused of abusing its dominant position by forming agreements with twenty-two large purchasers of vitamins whereby the purchasers either agreed to buy all of their requirements from Roche or which gave the purchasers an incentive to do so by including a promise of a rebate.  The Commission claimed that this constituted an abuse of a dominant position because Roche offers purchasers two different prices for the same quantity of vitamins depending on whether they agree to forego purchasing from Roche's competitors.  Since these contracts could distort competition between vitamin producers by depriving Roche's customers of the opportunity to choose their source of supply, the Court found that Roche had abused its dominate position in violation of Article 86.

Vertical Agreements - Export Bans: Since the price of pharmaceuticals varies greatly in the Member States, the multinational pharmaceutical firms have an incentive to try to prevent parallel imports so they can segment the market.  The Commission (Commission Decision, 1987) decided the issue of an export ban in the Sandoz decision.   The Italian government set the prices of medicines in Italy among the lowest in the European Community.  Sandoz is a large multinational pharmaceutical manufacturing company that sold to approximately 300 wholesalers and several thousand pharmacies in Italy.  Although Sandoz did not have a written contract with its customers, it did require prior approval of all potential customers and gave approved customers a "notation" on the sales conditions.  Sandoz sent an invoice with each order which listed some of the sales conditions, including the phrase "export prohibited."  The Commission believed that even though there was no written contract between Sandoz and its customers, there was an agreement between them within the meaning of Article 85 because of the continuous commercial relationship.   The "export prohibited" clause on the invoices then formed an integral part of the agreement between Sandoz and its customers.   The Commission held that an agreement to prohibit exports was an infringement of 85(1) because it could distort competition in the Member States. Since the agreement was not notified to the Commission, it could not qualify for an exemption under Article 85(3).
CONCLUSION: Since pharmaceuticals have historically been subject a large amount of government regulation, it is not surprising that many of the impediments in this industry are caused by the governments of the Member States.  The European Commission has proposed a regulation (Proposal for a Council Regulation, 1990) which will introduce a new system for the central licensing of all medicines and this should help reduce some of the remaining barriers.  The most important public barriers (Geddes, 1991) are price controls and limits on the number of products that qualify for reimbursement.   The disparity in prices among Member States has also induced pharmaceutical enterprises to try to prevent parallel trading.  The Council has started a process to reduce the disparities in price controls and reimbursement schemes, but until this process is completed, these mechanisms have the potential to be significant barriers in this industry.  Since extensive resources are required to develop new drugs, the pharmaceutical industry will continue to be dominated by large international enterprises.  So it is plausible that there will also be future problems with abuses of dominant positions.
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Performance Implications of the Proactive Strategy - Marketing Culture Coalignment: A Dual Perspective Analysis

Craig A. Conrad. Western Illinois University
Kevin Hammond, University of Tennessee at Martin
Gene Brown, University of Missouri at Kansas City
ABSTRACT: Although the marketing culture of an organization and the strategy of an organization have been independently related to organizational performance, there is a lack of research concerning their combined impact. This study examines the relationship of the fit, congruence or coalignment of a firm's marketing culture and strategy to the performance of the firm. 
INTRODUCTION: Several articles in the marketing literature have generat​ed interest in the culture that organizations cultivate and maintain (Deshpande and Webster 1989; Deshpande, Farley and Webster 1993; Webster 1991; Webster 1990).  Of specific interest to market​ing scholars and practitioners is a culture that will "put the customer in the center of the firm's thinking about strategy and operations" (Deshpande and Webster 1989, p. 3).  Consequently, such a culture may be expressed as the degree to which an organization has adopted the marketing concept.  
A review of the marketing literature regarding organization culture reveals that two types of research methods have been used.  The first method focuses on the comparison of culture types to determine which culture type is most effective.  Deshpande, Farley and Webster (1993) used this approach to examine the four culture types of hierarchy, clan, adhocracy and market.  Their analysis indicated that of these culture types, the market culture resulted in the highest performance.
The second method focuses exclusively on the relationship between marketing culture and performance.  Narver and Slater (1990), Kohli and Jaworski (1990) and Jaworski and Kohli (1993) examined the construct of Market Orientation, which has been defined as the implementation of the marketing concept.  Results of these studies indicate that a positive relationship exists between market orientation and business performance.
While each of the studies using the above research methods do take into account the operating environment external to the firm, none account for specific strategies used by firms.  However, many believe strategy to be important.  Calori and Sarnin (1991), for example, explicitly state that the relation​ship between organization culture and economic performance is contin​gent upon factors such as "the firm's strategy, the competitive system, and the macro-cultural environment" (p. 50).  This view is consistent with the earlier work of Schwartz and Davis (1981) who argue that the successful implementation of a strategy depends upon the "fit" between the existing culture and the proposed strategy.  Further support for the importance of a "fit" between an organization's culture and strategy is provided by Schien (1985) who relates:

Many companies have found that they can devise new strategies that make sense from a financial, product, or marketing point of view, yet they cannot implement these strategies because they require assump​tions, values, and ways of working that are too far out of time with the organization's prior assumptions. (p. 30)
Marketing culture and business level strategy have each been identified as important factors that influence firm performance.  Several authors have contended that the culture and strategy of an organization should be consistent in order for the organization to maintain a high level of performance.  The effect of the fit or consistency between culture and strategy on performance has not, however, been empirically investigated.
PURPOSE: The purpose of this study is to examine the relationship of the fit, congruence or coalignment of a firm's marketing culture and strategy to the performance of the firm.   More to the point, superior performance is contingent upon the fit of marketing culture and strategy at the business level.
BACKGROUND: There has been a great amount of theo​retical research dedicated to examining organizational culture, but little empirical work.  Each stream of re​search regarding the topic differs depending on how the researcher perceives the concept of culture.  Smircich (1983) provides a review of five paradigms associated with organizational culture.  The relevance of each of these paradigms to marketing has been elaborated upon by Deshpande and Webster (1989) and will consequently not be discussed here.
While each paradigm discussed by Smircich (1983) and Deshpande and Webster has some degree of merit, the most useful paradigm to marketers is generally identified as the contingency paradigm.  Under the contingency paradigm,  culture is perceived as a variable that can be consciously changed, managed, or modified by the marketing manager.  This perspective holds that culture is an independent variable where beliefs and values are unique to the organiza​tion.  Organizations are seen as the producer of not only goods and services, but of culture as well (Deshpande and Webster 1989).
The basic research agenda associated with the contingency manage​ment paradigm focuses on how culture may be manipulated.  More specifically, research using the contingency paradigm focuses on how the manipulation of culture can enhance business performance, customer response, and employee response.  The contingency perspective is the perspective on which this study will focus. 
Regardless of the paradigm, a commonly recurring theme identifies culture as a pattern of shared beliefs and/or knowledge.  For instance, Schien (1990) defines culture as:
A pattern of basic assumptions, invented, discovered, or devel​oped by a given group as it learns to cope with its problems of external adaptation and internal integration, that has worked well enough to be considered valid and, therefore is to be taught to new members as the correct way to perceive, think and feel in relation to these problems. 

(p. 111)
The central theme of "shared beliefs and/or knowledge" has been well received in the marketing literature. The focus in marketing has been primarily on a culture that puts
 the customer in the center of the firm's thinking about strategy and operations" Deshpande and Webster 1989, p.3).  Deshpande and Webster (1989) identify the culture of interest as the marketing concept.
The typical attitude associated with the marketing concept is that the profit of a firm is related to the creation of opportunities to more effectively satisfy customer needs within a certain set of limitations (Payne 1988). The most current definition of the marketing concept focuses on the actual implementation of the marketing concept and is termed the market orientation. Market Orientation is the term used to describe the actual implementation of the marketing concept and concerns a firm's ability to generate, disseminate, and respond to market intelligence (Kohli and Jaworski 1990). The definition follows: 
Market Orientation is the organization wide generation of market intelligence pertaining to current and future customer needs, dissemination of the intelligence across departments, and organization wide responsiveness to it. (p. 6) 
Narver and Slater (1990) provide a slightly different, but consistent conceptualization of market orientation. These authors propose the following definition of market orientation: 
The market orientation is the organization culture that most effectively and efficiently creates the necessary behaviors for the creation of superior value for buyers and, thus, continuous superior performance for the business. (p. 21) 
The above definition was refined by Narver, Park and Slater (1992, p. 1) to "a business culture in which all employees are committed to the continuous creation of superior value of customers."
The strategic management literature is rich with  discussions, definition, and typologies relating to strategy. However, many studies do not make distinctions between corporate and business level strategies. Beard and Dess (1981) provide a discussion of such distinctions. Under their framework, a corporate level strategy is concerned with determining which business to compete in. The authors further explain that a corporate strategy is concerned with the "distribu​tion of firm assets, sales, employment, capital budget, or other indexes of firm resources among the range of existing industries" (Beard and Dess 1981, p. 666).
Alternatively, a business level strategy may be defined in terms of variation in firm characteristics relevant to competitive successes or failures within a given industry" (Beard and Dess 1981, p. 666). According to this view of business level strategy, a firm will have a different operating strategy for each industry in which it competes.
The intra-industry oriented definition of business level strategy has historically been examined using strategic typologies. While many such typologies exist in the literature, those proposed by Miles and Snow (1978) and Porter (1980) are the most frequently recognized in the strategic management literature. The basic premise behind strategic typologies is that given a particular set organizational characteristics and environmental conditions, one specific type of strategy will provide a firm with a competitive advantage, thus allowing that firm to outperform competitors. 
The ideal strategies proposed by Miles and Snow (1978) and Porter (1980), however, represent the endpoints of a continuum along which all firms are represented. Venkatraman (1989a) labels such typologies as the classificatory approach. By classifying or categorizing strategies, much information may be lost. The information loss is similar to the situation in which length is measured with a ruler having only a 1-inch and a 12-inch indicator. Variation between 1 inches and 12 inches is vague and inexact. Using broad strategy classifications that define the endpoints of a continuum is also vague and inexact. Venkatraman (1989a) argues that the comparative approach is a much more fruitful method and states (1989a, p. 943- 944) that under the comparative approach, "the focus in less on categorization into one particular cell of the typology, but on measuring the difference along a set of characteristics that collectively describe the strategy construct." 
Of particular interest to marketers is a strategic dimension that considers the degree of forward thinking in terms of customers, competitors, and environmental trends. Venkatraman (1989a) terms such a strategic dimension as Proactiveness. Venkatraman (1989a) further indicates that the proactive strategic dimension will be evident in firms that seek new opportunities, introduce new products and brands ahead of their competition, and strategically eliminate operations in the mature or declining stages of the product life cycle. 
Venkatraman (1989a) does identify five additional strategic dimensions including Aggressiveness, Analysis, Defensiveness, Futurity, Riskiness.  The aggressiveness dimension refers to "the posture adopted by a business in its allocations of resources for improving market positions at a relatively faster rate than competitors" (p. 948).   The analysis dimension refers to the overall problem solving posture adopted by a firm.  Defensiveness  relates to the overall emphasis a firm places on cost reduction.  The riskiness dimension concerns the extent of risk involved in strategic resource allocation decisions.  While each of these strategic orientation have been successfully adopted by firms and organizations, none truly focus on the active search for opportunities and the relationship of products or brands to the achievement of organizational goals better than the proactiveness dimension.  This strategic focus on the active search for opportunities would theoretically enhance performance to a greater extent than the strategic orientations just discussed.
The discussion above has identified the marketing culture and business level strategy as individual antecedents of firm performance.  Furthermore, a synergistic effect between culture and strategy is proposed.  The synergistic effect is based on the fit, congruence, or coalignment between culture and strategy (Fry and Smith 1987).  The greater the consistency or fit between a firm's culture and and strategy, the greater the probability of attaining  organizational goals (i.e., performance). Consequently the following hypothesis is proposed. 
H1: The greater the degree of fit, congruency, or coalignment between a firm's marketing culture and strategy, the greater that firm's performance. 
Fit, congruency, or coalignment however, can and should be assessed from several different perspectives. Van de Ven and Drazin (1985, p. 358) recommend that "contingency studies should be designed to permit comparative evaluations of as many forms of fit as possible." Along similar lines, Venkatraman (1989b) calls for explicit justification of the specification of fit and promotes the use of competing models or perspectives, "especially in cases in which the extant research may not be powerful enough to suggest rejecting theories outright" (p. 440). Such is the case with the variables of marketing culture, strategy and performance. The current study makes use of two different analytical perspectives in testing the hypothesis above. 
METHODOLOGY: Hoover's Masterlist of Major U. S. Companies was chosen as the sampling frame for this study.  It was deemed the most efficient in terms of time and cost.  From this sampling frame, a random, national sample of 2200 organizations was generated.
Both the CEO and CFO were initially contacted by FAX to ask for their cooperation in this study. These individuals, as key members of top management, are intimately familiar with  the overall picture of marketing within an organization.  As stated by Lusch and Laczniak (1987, p. 4), "executives are the makers and executors of decisions in an organization.  They respond and adapt to the competitive intensity.  They develop and foster the culture of the organization." 
It  must be noted, however, that when collecting information from top management executives, there is a possibility that in responding, the executives may rationalize their present and past decisions or may vary their responses according to a desired rather than an actual behavior or state (Huber and Power 1985).  To reduce such possibilities, respondents were instructed to respond in a manner consistent with actual behaviors or beliefs of interest.  Huber and Power (1985) make several specific recommendations regarding the selection of strategic-level managers as key informants.  Each of these recommendations was used in collecting information for this study.
Approximately 2,200 publicly traded firms were contacted requesting that they participate in the study.  A willingness to participate was expressed by 342 firms.  Respondents were also asked to indicate whether they wanted the questionnaire mailed or faxed.  Of the 342 firms who indicated a willingness to participate, 118 returned completed questionnaires.  While response rates were not as high as hoped for, sufficient responses were obtained for the exploratory nature of the current study.  The firms represented in the sample came from 82 distinct industries as classified by the primary four digit Standard Industrial Classification code. 
The marketing culture variable referred to in earlier sections is operationalized as the implementation of the marketing concept and termed market orientation. More formally, Kohli, Jaworski, and Kumar (1993, p. 468) define the market orientation of a firm as "the organization wide generation of market intelligence pertaining to current and future needs of customers, dissemination of intelligence within the organization and responsiveness to it." Operationalizing the marketing culture of a firm in such a manner has been questioned by Deshpande, Farley and Webster (1993) who claim that market orientation is synonymous with customer orientation. It is the contention of the current study that the generalized concept of culture, defined as "the pattern of shared values and beliefs that help individuals understand organizational functioning and thus provide them with the norms for behavior" (Deshpande and Webster 1993, p. 4), allows for many alternative manifestations of culture. Thus, implementation of the marketing concept or market orientation represents the manifestation of marketing culture dealing primarily with the genera​tion, dissemination and responsiveness to market information. 
As operationalized above, marketing culture was measured using the MARKOR scale developed by Kohli, Jaworski, and Kumar (1993). The scale consists of twenty, seven-point likert type items (anchored by 1 = Strongly Disagree to 7 = Strongly Agree) designed to measure intelligence generation, intelligence dissemination and responsiveness activities associated with market oriented firms. Internal consistency associated with the measurement of marketing culture was assessed using Cronbach's Alpha. Alpha was estimated at 0.90 which exceed the threshold level recommended by Nunnally (1967) and are comparable to those reported by Jaworski and Kohli (1993).

Strategy is operationalized in this study as a pattern of critical decisions made at the business level which focus on the means adopted for enabling firms to achieve their desired goals. Defined as such, the domain of the strategy construct allows for the examination of the relation​ships between strategies and goals in different contexts (Venkatraman 1989a). In addition, Venkatraman (1989a) states that the examination of strategy at the business level facilitates an understanding of strategic response to competitive moves, technological changes, and the entry and exit of competitors. Strategy, as defined above, can vary among many different, yet related dimensions. However, for the purposes of the study at hand, the strategy relating to the proactive behavior of a firm is the primary focus. The proactive strategy of a firm was measured using five, seven-point likert type items (anchored by = Not At All and 7 = To An Extreme Extent / summated range from 5 to 35). Content of these five items focused on a firm's strategic thinking in terms of competitive response, brand introductions, and the overall product mix. Cronbach's Alpha was estimated at 0.57. This low reliability estimate will be discussed as a limitation.
Each industry maintains different standards for above average, average and below average performance. Consequently, the performance of a firm must be defined and measured in a manner relative to the industry in which the firm operates. In this study, industry is defined as the principle four digit SIC industry in which the firm is normally placed (Venkatraman and Ramanujam 1987). In addition to industry standards, performance should reflect the overall operating performance of a firm as opposed to functional performance (i.e., earning per share is primarily a financial indicator). Keeping these concerns in mind, this study defines performance as the degree to which a firm maintains above average business returns in relation to its competitors.
A multitude of performance indicators have been identified in the organization culture and strategy literature. Measures generally are either self-report, multi item scales (Venkatraman 1989a; Jaworski and Kohli 1993; Deshpande Farley and Webster 1993; Govindarajan and Fisher 1990) or financial indicators (Beard and Dess 1981; Dess and Davis 1984; Narver and Slater 1990). Given the definition provided above, a combination of subjective and objective perfor​mance indicators was used. A linear combination of six separate indicators was used to provide a profile of the overall operating performance of respondent firms. The first indicator was com​posed of the composite score of five items introduced by Lusch and Laczniak (1987). The second indicator was composed of the composite score of the four item scale utilized by Deshpande, Farley and Webster (1993). The third indicator, relative return on sales, provided an objective indicator of firm performance. Relative return on sales refers to the return on sales of the respondent firm minus the return on sales in the primary industry. This value was then scaled to a seven point scale with a seven indicating a return on sales that is a great deal above the industry average and a one indicating a return on sales that is a great deal below the industry average.   ROS data was obtained from information filed with the Securities and Exchange Commission and industry norms were obtained from Dun and Bradstreet's Industry Norms and Key Business Ratio 1993-1993. The remaining three indicators asked respondents to compare product profitability, new product success rate, and market share growth rate with their competition. This highly diverse, six indicator composite measure of organizational performance resulted in an estimate of Cronbach's alpha of 0.71 which exceeds the threshold level identified by Nunnally (1967). 
RESULTS: As previously indicated, this study makes use of two separate and distinct models of fit. Analysis from two different analytical perspectives greatly enhances the generalizability of the findings of the current study. A general discussion relating to the rationale for each perspective and the results of analysis are presented below. 
Van de Ven and Drazin (1985) define the scope of the interactionist perspective of fit as relating to the dependence of organizational performance on the blending of contextual factors within the organizational setting. Specifically, these authors operationalize this perspective as "the interac​tion of pairs of organizational context-structure factors on performance" (p. 335). Interaction effects may be examined from several slightly differing analytical methods. The current study utilizes the analytical framework provided by Joyce, Slocum and Von Glinow (1982) as it allows for distinctions between three competing forms of alignment within the interactionist perspective. More specifically, the Joyce, Slocum and Von Glinow (1982) framework allows for interactions to be associated with effect, general, or functional types of congruency. Effect congruency is additive in nature and occurs when two independent characteristics combine to make independent and linear contributions to the dependent variable. General congruency proposes interaction effects that emphasize the matching of levels of independent variables. Functional congruency represents a more general model and focuses on the existence of substitution or blocking effects. As indicated in the Joyce, Slocum, and Von Glinow (1982) framework and by Venkatraman (1990), the linear combination of scores for both the culture and strategy dimensions were calculated and then dichotomized.  Dichotomization was performed using a median split (Table 1).
TABLE 1
PERFORMANCE MEANS & STANDARD DEVIAIONS

Low Proactiveness
High Proactiveness

High Market Orientation
Cell 1
Median Split = 3.87 
Std. Dev. = 1.00
Cell 2
Median Split = 5.38 
Std. Dev. = 0.85


40% Split = 3.51
Std. Dev. = 1.19

40% Split = 5.49
Std. Dev. = 0.81


Low Market Orientation
Cell 3
Median Split = 4.17 
Std. Dev. = 1.02
Cell 4
Median Split = 4.88 
Std. Dev. = 0.74


40% Split = 4.13
Std. Dev. = 1.01

40% Split = 4.78
Std. Dev. = 0.75


 Analysis of variance (Table 2) indicates that the both the main effects (F2,100 = 19.01, p < 0.000) and the two way interaction (F1,100 =4.36, p < 0.039) between culture and strategy are significant. Examination of the cell contrasts suggested by Joyce, Slocum, and Von Glinow (1982) reveal that a form of functional congruency exists.
TABLE 2
RESULTS OF ANOVE (INTERACTIONIS PERSPECTIVE)
Possible Contrasts in ANOVA Design
Contrasts Required for Functional Congruency (Blocking Effect)
T-Value
D.F.
Pr>T (two-tail)

Row Effects





Cell 1 vsCell 2
Cell 1 ( Cell 2
-4.85
34
0.00

Cell 3 vsCell 4
Cell 3 ( Cell 4
-2.12
40
0.04

Column Effects





Cell 1 vsCell 3
One and only one equality
-1.29
36
0.204

Cell 2 vsCell 4

2.11
38
0.04

Diagonal Effects





Cell 1 vsCell 4
Immaterial




Cell 3 vsCell 2





To examine the sensitivity of ANOVA results to the method of dichotimization, a second analysis using the upper and lower 40% of consitutent scores (middle 20% of scores was excluded) of the dimensions of interest was performed. Again, both the main effects (F2,72=16.374, p<0.000) and the two way interaction(F1,72=7.588, p<0.008) between culture and strategy are significant. Functional congruency was again determined to exist using the contrasts identified by Joyce, Slocum, and Von Glinow (1982). 
The second specification of fit employs a profile deviation analysis. Van De Ven and Drazin (1985) explain this method of analysis as "testing at the aggregate level by analyzing deviation in the pattern of a given organizational unit from its ideal type pattern or mode" (p.348). The basic assumption of this analytical mode is that each of the cultural and strategy components contribute to overall firm performance. In the context of the current study, an ideal mix of the culture and strategy components will result in maximal performance outcomes. Any deviation from the ideal profile will result in lower levels of performance. Completion of the profile deviation analysis requires the completion of three steps. First, an ideal profile must be either theoretically or empirically derived (Van de Ven and Drazin 1985; Venkatraman 1989a). In the current study, the ideal type was derived empirically by using a calibration sample consisting of the top 10% of performers (n= 11, some cases were excluded due to missing values). The mean scores of the culture and strategy elements were then calculated for this calibration group. These mean scores represent the ideal amount of each element. The second step involves determining the extent to which firms not included in the calibration sample differ from their ideal types. This is accomplished by the following Euclidean distance formula (Venkatraman 1990): 
Misalign =(nj=1(Xij -xij )2
where:
Xij: = the score for the unit along the jth cultural dimension
xij= the mean for the calibration sample along the jth cultural dimension 
The third and final step involves examining the relationship of the criterion variable, in this instance firm performance, and the derived distance measure of Misalign for firms not included in the calibration sample. It is expected that the greater the Euclidean distance from the ideal cultural - strategy pattern, the lower the performance of a firm. Stated simply, a significant, negative correlation should exist. 
As presented in Table 3, a significant, a negative correlation does exist between the derived Euclidean distance measure of Misalign and the firm's level of performance. To examine the sensitivity of the results to calibration sample size, two additional sets of analyses were completed using the upper 15th (n=17) and 25th (n=28) percentiles as the calibration sample.  Results 
appear to be robust to variations in the calibration sample size. In each case, the negative correlation was found to be statistically significant at the 0.01 level.
TABLE 3
RESULTS OF PROFILE DEVIATION ANALYSIS

Calibration Sample
Profile Deviation Analysis



Means
n
Correlation of Misalign with Performance
Significance of Correlation


n
Market Orientation
Proactiveness




Upper 10% of Performers

11
6.11
5.46
102
-0.339
0.001

Upper 15% of Performers

17
6.10
5.26
96
-0.306
0.010

Upper 25% of Performers
28
5.87
5.08
85
-0.29
0.010

DISCUSSION AND CONCLUSIONS: The findings of this research have significant implications for managers. First, this model suggests that the marketing culture of a firm and the strategy of that firm should match, A firm whose marketing culture and strategy match should experience increased performance. Such an implication is very intuitive. For example, a firm that maintains a marketing culture that does not stress the generation, dissemination and responsiveness to market intelligence or information should not attempt to implement a strategy that requires continual updating of information. Conversely, a firm that maintains a marketing culture that actively stresses the generation, dissemination and responsiveness to market intelligence will be wasting resources if the firm's strategy does not take advantage of such information. 
The importance of this finding may be demonstrated by the success enjoyed by the 3M Corporation. The culture, as described by Peters (1987) is one in which environmental scanning or the collection of market information is stressed. This culture was successfully matched with a strategy of innovation which makes use of an information sensitive culture. The result was a firm that outperformed most, if not all, of its competitors. Similar culture - strategy matches have been reported to exist at other highly successful firms including Microsoft, Apple, and Lockheed.
The second managerial implication is that firms need to accurately assess both the existing marketing culture and strategy. The goal of achieving a fit between the marketing culture and strategy is attainable only if firms collect and maintain such information. As norms for the attainment of fit do not exist, firms must create their own benchmarks, This requires that the information concerning both the marketing culture and strategy of a firm critically examined over time. In this manner, a firm can gauge progress relative to the information collected in previous time periods.
This study assessed the fit or coalignment of marketing culture and strategy using the interactionist and profile deviation perspectives. Future research should assess fit from the additional perspectives of fit, covariation, and congruency identified by Van de Ven and Drazin (1985) and Venkatraman (1990). The use of all additional analytical perspectives will allow for method triangulation in the analysis stage of research, thus enhancing the generalizability of results. 
While marketing culture and strategy are two important organizational characteristics, future research should focus on the identification of other characteristics on which firm perfor​mance might be contingent. For example, Mckee, Varadarajan and Pride (1989) examine the relationship of the marketing function to formalization, centralization and complexity. Thus, the relationships between the structural characteristics of formalization, centralization, complexity, marketing culture, and strategy need to be further examined, While initial research relating to the contingent effects of environmental factors has demoted the importance of such factors, common sense dictates that environment, either actual or perceived, plays an important role in contingency planning. Consequently, further examination of the effects of environmental conditions (i.e., industry structure, legal environment, and environmental hostility) is necessary. Future research should also focus on the identification and analysis of marketing and other functional sub-cultures that exist within an organization. Saffold (1988) indicates that different functional areas (i.e., marketing, finance, production) may maintain different cultural norms. Consequently, research that specifically addresses the relationship of the functional sub-cultures to the dominant market​ing culture is needed. Operationializing constructs such as marketing culture, overall firm strategy, and performance is difficult at best. Even more complex are the issues of designing measures of these constructs. The psychometric properties of the multi-item scales utilized in the current study have been examined extensively (Deshpande, Farley, and Webster 1993; Jaworski and Kohli, 1993; Kohli and Jaworski 1993, 1990;Venkatraman, 1989b;Lusch and Laczniak 1987). However, psychometric analysis is only one piece of evidence necessary towards establishing the validity of these measures (Peter 1981) and of the research in general. In this particular study, analysis of reliabilities revealed that the measure of proactive strategy maintained a low reliability. While this potential problem is acknowledged, the robust study design and analytical framework make it unlikely that the overall study findings were invalidated due to this low reliability estimate. A similar situation is documented in Desphande, Farley and Webster (1993).
Finally, there is a need for longitudinal studies regarding the evolution of marketing culture and strategy. Organizational culture and strategy are in a continual state of flux. In other words, the relationships between marketing culture and strategy are in a dynamic state. Longitudi​nal studies provide the means necessary to examine such a dynamic relationship. 
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ABSTRACT:
Internal marketing is a relatively new phenomenon.  It was unheard of in the 1970's.  Its influence grew after an article in the early 1980's.  Internal marketing is applying the marketing concept approach to employees.  One of the tenets of the marketing concept is a research orientation to determine customer needs and wants and satisfaction.  The employee-attitudinal survey is one of the consequences of this approach.  This paper identifies the findings from such study in Romania.

INTRODUCTION:  During a professional trip to Romania during July 1998, an opportunity occurred that would entail the need to study the attitudes of employees of Futego, a "large" manufacturer in a Romanian community.  This company employed over 1900 persons and was interested in their views about the company.  The company was implementing a new program concerning employees and wanted an assessment of the employees' current thinking about the company.


A marketer can take a number of approaches in performing the different marketing functions, whatever they may be.  As Figure 1 indicates, one can use a customer orientation or a company focus.  A customer orientation indicates that the needs and wants of the customer should be upper most in the marketer's mind when developing products, broad marketing strategies or specific marketing tactics.  A company focus indicates that the marketer is more concerned with the needs of company first and the customer becomes an afterthought.  This can occur whether or not you are marketing to external customers or your internal customers (employees).  Futego wanted to use a customer focus in redesigning its human relation's area.  
BACKGROUND:  Internal marketing is not a unique phenomenon.  It is an application of the marketing concept approach to the internal side of the organization.  The person credited with identifying the concepts concerning internal marketing was Leonard Berry in the early 1980's.  He studied the employees of a bank and generalized this approach so that others could study the methods and concepts.     


People in management have probably studied employee attitudes for decades.  People in marketing like to apply their concepts to other areas.  The two areas are probably not far apart in their thinking or application.  Some companies have adopted an employee attitude perspective.  The Shell Corporation had over 1100 employees (of different organizations) interviewed concerning their jobs.  Different categories of employees were developed: Fulfillment Seekers, High Achievers, Clock Punchers, Risk Takers, Ladder Climbers and Paycheck Cashers.  (Who We Are at Work, 1998).  However, performing these kinds of surveys is not limited to a particular discipline or country.  Conducting employee studies is very popular.  A review of all of the sources is not the purpose of this article.  However, they have been listed in the References section.
Figure 1.  ALTERNATIVE MARKETING APPROACHES
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METHODOLOGY: 
Two of the authors met with the Human Relations manager for the company, Futego (an assumed name).  They identified 10 different areas concerning the problem definition.  They determined that the manager was interested in learning about 6 different concepts and about 50 different variables.  After reorganizing these concepts and variables, the researchers examined a book containing a number of different studies.  This Handbook of Marketing Scales by Bearden and Netemeyer (1994) provided one study that seemed to capture the essence of the concepts and variables that were developed with the manager.  This article, "Job Satisfaction of Industrial Salespersons:  INDSALES," gave 95 different statements evaluated on a traditional Likert Scale method.  Approximately 50 statements from this article were added to 35 other questions to form the first draft of the questionnaire.  After much discussion with management, the final questionnaire was administered to the employees during the fall of 1998.  Out of 1997 questionnaires that were distributed, 1931 were returned.  This excellent return formed the basis of a thorough investigation of the employees' attitudes.

EMPLOYEE ATTITUDES:  This sample of respondents is probably fairly representative of a manufacturing situation.  In Table 1, we notice that 45% of the employees are between 35 and 45 years old.  In addition, there is an almost equal proportion of those who are 25 to 34 years old and those who are 45 to 54 years old, accounting for 24% and 25% of the total number of employees respectively.  Most of the respondents were workers (75%) while managers represented only 3% of the respondents.  Clerks accounted for 20% of the surveyed employees while 2% were foremen.  The majority of the respondents were men (68%).  The employees are fairly well educated since only 38% have a high school degree or less.  Only 14% have a college degree.
 TABLE 1.  DEMOGRAPHIC CHARACTERISTICS  (n=1931)


 Age of the Employee
  

              <25    3%

                25 to 34     24
      
35 to 44      45


45 to 54      25

55 and over        3



Total
100%  



     (n=1882)
Occupation
 
Worker     
 75%
            Foreman                 2
 
Clerk
20

Manager

 3

Total    100%  
                                                   

(n=1862)
                   
Gender

Female


  32%

Male


  68




Total
100%


                  
    (n=1880)
Education

Middle school

  5%

Vocational school      
 38

High school 

 33

Technical school
 
 10

College degree

 13
 
Graduate degree

   2



Total

101%



           (n=1893)


Employees were asked their extent of agreement concerning statements about their job.  Table 2 highlights that more than half of the employees (58%) agree that their work gives them a sense of accomplishment.  However, 43% of them consider their job to be routine.  In addition, 58% of the respondents find their work environment satisfactory while about a third of the employees think that their work is stable.  However, the majority of the respondents think that more instructions would increase the stability of their job.  Only 29% of employees agreed with the statement that their wage is reflecting the importance of their job.  About 4 in 10 agreed that they could get training in the field they are interested in.  One important area is job appraisal.  Almost three-fourths of the employees considered their current job appraisal method to be unfair.  Many also feel that their opportunities are very limited.  
TABLE 2.  EMPLOYEES' ATTITUDES ABOUT THEIR JOBS (n=1901)


 

Strongly
Disagree
Disagree
Neutral
Agree
 Strongly
Agree

My work gives me a sense of accomplishment
9%
14%
19%
48%
10%

My job is a routine
13
21
23
36
7

My work environment is satisfactory.
8
14
21
48
10

My work is stable
14
22
30
28
6

My wage is reflecting the importance of my job.  
24
32
16
23
6

I can get training in the field I am interested in.
15
26
21
31
7

More instruction increases the stability of my job.  
6
12
15
50
17

The current job appraisal method is fair.
17
25
32
22
4

My opportunities for advancement are good
advancement are limited.

11
14
21
40
16

advancement are good.














In addition to evaluating their particular job, the employees evaluated the management of Futego.  Instead of evaluating their particular boss, the employees were asked about Futego's management in general.  A fairly high degree of "neutrality" was present for these questions with a range of 21% to 36%.  Only one of the statements was positive by more than 50% of the employees.  This focused on the "progressiveness" of management but only 51% felt that management is progressive.  The two lowest areas concerned wages.  Less than one-fourth of the employees agreed that the wages were higher compared to other companies or that the wage was fair compared to other Futego's employees' wages.  It seems that "everyone else" is making more.  
TABLE 3. ATTITUDES ABOUT FUTEGO'S MANAGEMENT…

(n=1896)



FUTEGO'S MANAGEMENT.  .  .
Strongly
Disagree
Disagree
Neutral
Agree
Strongly
Agree

Really tries to get their employees' ideas.
13%
17%
32%
34%
5%

Is progressive.
10
13
25
42
9

Operates efficiently and smoothly.
11
18
34
31
5

Lives up to their promises
11
15
36
33
6

Does a good job helping employees develop their own potential
15
20
36
24
5

Instills confidence in the fairness and honesty of management.
13
14
30
34
9

Pays wages here are higher compared to other companies around
21
23
32
18
5

Makes my wage fair compared to other Futego's employees' wages
27
28
21
19
5


The employees felt more positive about their supervisors than management in general.  At least 53% of the employees felt that their supervisors were helping them live up to their professional potential.  This may seem low but is positive given the vast number of employees who felt that advancement opportunities were limited.  The next lowest percentage was 68% for management living up to their promises.  
TABLE 4. 
ATTITUDES ABOUT SUPERVISORS.  (n=1905)


MY SUPERVISOR.  .  .  
Strongly disagree
Disagree
Neutral
Agree
Strongly agree

has always been fair in dealing with me
6%
8%
15%
54%
18%

did a good job helping ME to develop MY own Professional   potential
8
13
26
41
12

lives up to his promises.
7
8
17
51
17

gets his people to work together as a team
4
7
13
55
20

has a lot of knowledge about his/her departments goals and objectives 
4

5
16
48
26


Lastly, the employees were asked about their fellow employees.  The majority of the employees said the other employees are sincere, 53%.  All other comments about employees were very positive.  At least 65% of them said that their peers were responsible, fair, moral, and humorous or friendly.  They feel positive about this part of the work environment.
TABLE 5. 
EMPLOYEE ATTITUDES ABOUT THEIR FELLOW 



EMPLOYEES
(n=1903)


FELLOW WORKERS  . . .
Strongly disagree
Disagree
Neutral
Agree
Strongly agree

      Are friendly
2%
4%
12%
62%
20%

      Are sincere
 3
10
34
40
13

      Are fair
2
9
30
45
14

     Are responsible
2
8
26
51
14

     Are moral 
2
7
21
56
15

     Have humor 
2
5
16
55
22

CONCLUSIONS AND RECOMMENDATIONS:
In a country that has only recently (since 1989) adopted more of a capitalistic perspective than before, much progress has been made.  This organization can be proud of its employee orientation.  Yet, much work needs to be performed concerning job appraisal.  Standard methods need to be adopted.  The Human Relations Department needs to be very employee oriented as it develops new standards and procedures.  The employees need to feel that their job is important.  Opportunities for advancement must be researched and identified for the employees.


The feeling about management is not very positive right now.  The economy of Romania is not very healthy and perhaps the employees are placing the blame for the hard times in Romania on its management.  The overall caring attitude of management needs to be reinforced.  Newsletters and informational meetings might help.  Given the positive feeling about the supervisors, the company might want to communicate information from management about new policies or routine actions through the supervisors.  The employees might be more likely to listen to their supervisors. 

One aspect of marketing is to allow word of mouth advertising to help "sell your product."  The same concept can be applied here.  Management should encourage the employees to talk to each about the work conditions.  They should be encouraged to "join bowling teams".  The management could identify key persons who are opinion leaders and provide more training in human relations.  These persons could then share their ideas with others.

In a developing economy such as Romania, views about capitalism and marketing are still somewhat naïve but many companies trying to accept and practice modern business practices.  One of these practices focuses on the needs and wants of the customers.  When the employees are identified as a set of customers, then marketing can be applied from an internal-customer orientation.  This article has documented the very internal-customer approach used by a manufacturer in Romania.  Companies in more developed economies might take note of this manufacturer's approach to employees. 
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ABSTRACT: Because the business world does not present problems in neatly packaged functional boxes, a call has gone out for cross-functional integration of coursework in business school programs (Porter & McKibben, 1988).  This paper documents one school’s continuing investigation into how best to integrate the skills and knowledge learned between various business management courses.  Specifically, the use of Microsoft FrontPage is discussed as a method to extend MIS skill development and improve communication throughout upper-division courses and with outside audiences.  Student and teacher reactions to the approach are identified and implications for business management education are discussed.

INTRODUCTION: All educators at one time or another have looked across our desks at the piles of student final projects, reports, or cases and said, “I hate grading…this is the part of my job I dislike the most…there must be other ways for students to communicate or present what they have learned with us…how can we get them to actively use methods and tools learned in previous classes”.  These same laments were heard during planning sessions for an Introduction to Marketing course at a medium-sized university in the Midwest United States last spring.  What was discovered is an approach that not only conveys the required communication and course content within final presentations but also assists in the continued department curriculum integration across a business management major.

This paper’s purpose is to offer ideas for course and curriculum integration that may assist educators as they search for better curriculum designs.  The paper begins with a general discussion on curriculum integration.  Next, an example is offered that not only helps improve student communication skills but also extends department level course integration.  Finally, both student and faculty reactions to the approach and implications for management education are discussed.

THOUGHTS ON CURRICULUM INTEGRATION: A major deficiency seen in management education is that management is not being viewed as a process or series of complex integrated decisions but rather as distinct, functionally organized steps (Porter & McKibben, 1988).  Porter and McKibben (1988) believe cross-functional integration needs to be emphasized because the modern business world does not present problems and issues in nice and neatly packaged functional boxes such as marketing, finance, accounting, management information systems (MIS) or strategy.  Due to the way courses, department majors, and school curriculums have been structured, graduating students often have difficulty making necessary connections between disciplines.  As such a greater level of cross-functional integration is needed in business programs to match the dynamic and multifunctional problems of today’s organizations (Schlesinger, 1996). 


Unfortunately for schools moving toward more cross-functional integration of their programs, the road is a not an easy one.  Most programs are already organized and staffed into functional disciplines.  Courses offered to students are often driven by functional requirements of the school or accreditation bodies.  Faculty desires and interests also will steer the functional nature of school programs.  Thus beginning successful integration of courses and curriculum requires focused planning, sustained effort, and faculty members willing to look “cross-discipline” for opportunities to link courses within a department, school, or institution.
How Can Curriculum Integration Occur? Integration of curriculum is described to develop on four different levels (Armstrong, 1980).  At the first level students take a set of courses directed toward a particular major that relies on courses from different academic departments.  This level is relatively easy to accomplish, inexpensive, and not administratively demanding.  However it may be the least effective in obtaining interdisciplinary integration because there is no guarantee of “contact” between those distinct departments.  The second level involves students being given an institutional opportunity to meet and share insights from disciplinary courses in a capstone course experience.  However here, the achievement of course integration may be largely left up to the students involved.  At the third level faculty join with students in courses being created on interdisciplinary topics.  These courses often require multiple teachers from different disciplines.  Finally the highest level of curriculum integration can be attained through integrating materials from various fields into a new, stand alone, intellectually understandable entity.  However, integration in education does not develop as a linear process.  Most integrated curriculums or interdisciplinary programs will use a combination of disciplinary courses, multi-disciplinary formats, and interdisciplinary elements and approaches to accomplish its designed goals and objectives (Klein & Newell, 1996).


Business programs have facilitated integration using several means from revising functional courses to include integrative material, integrative capstone seminars and projects, course learning or academic career portfolios, to field or work experience programs (Klein & Newell, 1996; Schlesinger, 1996).  These integrative methods necessitate achieving a balance between breadth (ensuring a wide base of information and knowledge), depth (ensuring the quality of the needed knowledge and information) and synthesis (ensuring integration of knowledge) of disciplinary course material (Association of Colleges, 1990).  As such, care must be taken in trying to cover too much content (breadth portion) when integrating courses.  A narrower topic or “piece” of a discipline may leave more time to apply and examine diverse perspectives and/or skills when attempting to integrate one or more disciplines.  Choosing an appropriate blend for integrated study requires the balancing of faculty expertise and student interest (Klein & Newell, 1996).
Qualities Required in Integrative Experiences: For any integrative course to hold students’ interest, thought needs to be given to the nature of the educational experience and essential qualities needed to promote its desired benefits.  Six important education experience qualities should be considered when designing, constructing, and promoting interesting integrative courses and curriculums for students (Dressel & Marcus, 1982).  The first quality is relevancy.  The course must be seen as having real world application and relating to overall course goals.  Secondly, the experience must hold the interest of students and have elements arousing intrinsic motivation.  The third experience quality is it must allow and encourage participant(s) originality and creativity, which is supported by the fourth quality requiring thought and the exercise of reasoning.  Collaboration and cooperation with others is the fifth quality of educational experience.  Defining problems, collecting information, considering possible solutions, and developing acceptable ones with colleagues and peers greatly enhances the student experience.  Finally, the balance and unity of interrelationships between earlier and present experiences must be planned, crafted, and executed to meet integrated course goals and objectives.  Thus the goal for integrated course experiences is to provide an interesting and productive experience in learning, and increased insight into the meaning and implications of life outside of the classroom (Dressel & Marcus, 1982).

       When attempting to balance faculty expertise, educational goals, and student interest, integration is possible to occur at the department, school, or institutional curriculum level.  An example of departmental curriculum integration is offered using one school’s business management department.  This department has the responsibility for teaching all business functional areas including accounting, finance, principles, human resources management, strategic management, marketing, organizational behavior, organizational theory, decision-making and management information systems (MIS).  Within this department, our particular example focuses on one course’s search for a new means of communicating marketing ideas and plans leading to a deliberate move toward improved departmental course integration.  

AN IDEA FOR MANAGEMENT COURSE INTEGRATION

Improving Communication and Course Integration: A critical concept changing a business organization’s competitive landscape is the proliferation of e-commerce as it re-writes many of the tenets of marketing and business.  Forrester Research projects e-commerce will exceed $108 billion by 2003 (Satran, 1999). Furthermore, Jupiter Communications projects 55% of the US population will be on-line by 2003 (Wall Street Journal, 1999).  Thus, communication via the Internet will be a requisite and critical skill for future marketers and business people.  When planning our spring semester Introduction to Marketing course, alternative ways for students to express themselves and the marketing concepts they learned were examined.  Students already get a great deal of written and oral communication practice in their courses being that this is a key program educational outcome.  However, the idea of using a web site as a communication tool and medium was still relatively new to the students and faculty.  In addition, the idea of using web site development in an Introduction to Marketing class suggests being able to integrate and link several separate business classes together.     


Students begin the business management major in the fall of their junior year with an Introduction to Decision-Making (MGT301) course.  This course is described as an introduction to information and its implication/application to adaptive managerial decision-making via commercially popular software tools.  One of the key skills introduced by this class is the ability to develop web pages and web sites.  The MGT301 web page introduces the fundamentals of web sites and forces the students to go through the mundane task of coding Hypertext Markup Language (HTML).  HTML is the programming language behind each and every web page (Shafran, 1997).  While not quite as painful as programming in COBOL, it is still a challenge promoting creativity and critical thinking in the average business student.

The following semester students have the option of taking both a MIS class and an Introduction to Marketing class.  Approximately 75% of the students do both.  The MIS class quickly moves away from coding HTML to the use of Microsoft’s FrontPage.  FrontPage is an “excellent, easy-to-use program that simplifies what used to be a complex job” (Shafran, 1997, p. 10).  In fact, “FrontPage isn’t just one program, but rather a suite of related programs that all work together and make Web publishing as easy as possible” (Shafran, 1997, p. 10).  The marketing course syllabus anchored the material with a final project to develop a new product/service and its marketing strategy.  In looking at the students’ already “learned” web site construction capability, the opportunity to use this as a means to enhance their communication and delivery skills could not be overlooked.  For example, rather than requiring a 25 page paper or PowerPoint presentation as means to communicate their projects, the students deliver their final “Marketing Strategy” using the FrontPage/web site vehicle to bridge and integrate several courses within our management major and also provide a superior product.

Our capstone Strategic Management course also has decided to keep the FrontPage medium as a “communication” mainstay for these same students in their senior year.  Strategy students are tasked to tie together elements of the management curriculum into small business plans by providing a business description, strategic analysis, marketing plan, human resource plan, and financial plan as their final project.  This effort was also delivered via FrontPage/web site.  Being our capstone experience course, it must be reflective of what we have taught and developed because if students are asked to think in an integrative manner then they should be able to communicate using integrative means (Davis & Parco, 1999).  Using web sites as a vehicle to communicate course projects and activities provides a viable approach to help achieve educational outcomes.  Developing data using web sites tasks writing skills, the construction of the web site challenges creative tools, and the presentation demonstrates verbal communication skills, each being critical talents for our future graduates. 
The Marketing Assignment: Before the first day of class, student volunteers were solicited for group leader roles.  On the first day of class, the group leaders then “drafted” members for their group and group membership remained constant throughout the semester.  The final group project required the development of a marketing plan for an organization at or outside the Academy or for any small business students may want to start in the future.  The vast majority chose to hone entrepreneurial skills and develop a plan with a heavy marketing emphasis for their own products and businesses.  The assignment consisted of addressing a number of required elements such as the external environment, customer analysis, competitor analysis, marketing information requirements, target marketing, marketing mix, and plan implementation.  Students were instructed to use Front Page and web sites to communicate their marketing plan.  The assignment culminates with the groups orally (ten minutes) and “virtually” presenting their plan to classmates and faculty members wearing a “venture capitalist cloak.”  At the briefing’s conclusion, the groups were provided an intra-web address for site storage allowing final instructor viewing and grading of the product.  A sample of student businesses include:  

· A NASBAR (a sports bar leveraging off of the NASCAR craze); 
· A resort golf course (using trademark holes from around the world); 
· A light saber (capitalizing on the Star Wars/Phantom Menace rage);
· A computer services company (offering hardware and software consulting services); and 
· A job search service (matching college students and potential employers) 
The application of new software technology offers exciting and constantly changing opportunity to assist in integrating courses we teach.  However as management continues to be taught as distinct, functionally organized steps (Porter & McKibben, 1988) rather than a process or series of complex integrated decisions, department course curriculum integration needs to be continually pushed within each educational experience possible. 
REACTIONS AND IMPLICATIONS

Student Reactions: Student reactions were initially mixed on the FrontPage assignment.  Many called for more “web-based projects” while some, predictably, called for mercy (i.e. no more).  As with anything “different”, students (and faculty) can be initially resistant to trying new ideas.  The students are accustomed to writing papers and briefing reports but the FrontPage exercise was novel making made them feel initially uncomfortable.  However as it was consistently conveyed to the students, FrontPage is just another skill and medium to convey information (e.g. a business plan, or strategy) to various parties whether they are investors, instructors, or customers.  The project did energize some groups as they learned more about the tool and the number of “buttons” they could add to improve their “message.”  


Interesting group social behavior was also observed, as one team member typically became the webmaster trying the pieces together into a complete and coherent package.  Unfortunately, the web master seemed to spend an inordinate amount of time on the project while many of the others just focused on “their”  pieces rather than the whole.  Thus this forced several groups to learn to manage their activities so people contribute equal shares.

From the student’s perspective, a key issue with a FrontPage project is the reliability and access to the campus network.  For example if the network was down, the students could not work on their web sites.  Being the end of the semester, more students were taxing the network resources causing it to “work” slower.  As more and more students logged on, the system had an increasingly difficult time keeping up until it occasionally failed. Student project assessment comments were collected through a team evaluation worksheet after the FrontPage experience was completed.  Table 1 highlights a sample of student comments on the FrontPage project.   
Instructor Reactions: One advantage instructors found with the FrontPage marketing exercise was the ease of grading.  No pile of papers to go through and keep organized because the students sent their files to the instructor’s “desk” for the final review.  In addition the FrontPage medium provides something fresh and interesting by creating a diversity of “products” for instructors.  When students deliver projects in traditional mediums (orally or writing), there are ways to distinguish between the good and better ones.  However near the end of the grading pile, the papers seem to blend together or the presentations start to sound similar.  This was not the case using web sites.  The power of FrontPage is its flexibility and students seemed determined to test its limits.  A tremendous variety of content and style was demonstrated as each group added their “personality” to the project with unique arrays of color, video clips, music, links to other sites, product samples, and business planning elements.  Separate presentation and final project key element score sheets were constructed.  In this
manner, instructors could concentrate on presentation and delivery skills during the oral component and then go back later through the “technical” details reviewing student web sites for content accuracy.  While some groups definitely put forth more effort than other teams and despite seeing each project presentation in class, the instructors actually looked forward to opening each web site for final review and grading.

Table 1: Sample of Student Comments on the FrontPage Project

Evaluation Question: Did you enjoy giving your Marketing Final Project on the FrontPage medium? Was it valuable?

Favorable Comments:

Yes, I believe management should deal as much with computers/the internet as possible. 

I liked using FrontPage. Mainly because it was different, and I got more experience than doing another PowerPoint presentation so I'd say it was valuable.

I was able to achieve an in depth understanding of the program and the way the internet works.  I have already used it in multiple classes and plan on using it again.  

Web pages are a good way to make a presentation and a good skill to learn that many people don't know.

I thought it was good exposure and (for me at least) showed that a web page was a realistic project rather than something for comp sci guys only.

Yes, it was valuable in that FrontPage and similar mediums are the way of the future....the sooner we learn how to use them the better.

Less Favorable Comments:

I didn't really enjoy it all that much because I am not a web page person. It was probably valuable though because it forced me to get more acquainted with making web pages.

I actually thought it was just as easy as doing a PowerPoint presentation. We all know how to use PowerPoint, so I thought it was good that we are learning another application.

To be honest I thought that project was worthless but only because of what the project was based on.  If we worked as teams on a subject like we were a stock company that provided stock analysis or something like that, I think it would be really cool.

From the instructor’s perspective, the FrontPage project’s biggest downside is making sure the available technology can host the web sites.  Web sites are “very expensive” in terms of memory so students could not fit them on disks, zipped or otherwise.  To solve this problem, students were told to save the web sites on a shared network drive where access was available to everyone.

Implications for Business Management Education: An integrative student experience such as this FrontPage project not only provides linkages between business management courses but also helps a department or school attain educational outcomes.  For example, our program’s educational outcomes are to develop students who: 1) possess a breadth of integrated knowledge in basic science, engineering, humanities, and social sciences and a depth of knowledge in a concentration area of their choice, 2) can communicate effectively, 3) can frame and resolve ill-defined problems, 4) work effectively with others, 5) are independent learners, and 6) can apply their knowledge and skills to a career profession’s unique tasks.  Elements within each of these educational outcomes are accomplished through this integrative FrontPage experience.  Also using this FrontPage medium is adaptable for use within any course(s) in a business management curriculum.


Overall student feedback to this integrative project was very favorable.  Their comments suggest having projects such as this, they are able to see the linkages between separate courses and disciplines.  The students enjoyed the “realism” of the project by seeing that FrontPage and similar mediums are the workplace’s future.  A sense of “competitive advantage” students developed as they learned to apply the technology in many real life business scenarios compared to peers who have not.  Even the less favorable comments were not critical of the project’s purpose of new communication ideas and course/curriculum integration.  These comments tended to address more individual personal preferences about the exercise.   All of these observations answer the call for more cross-functional integration while adding legitimacy to business management programs. 


Business management programs wanting to use the FrontPage medium for course projects should first do an inventory of the information technology capabilities available to students for building web sites and presenting their products.  This includes availability of Microsoft FrontPage.  Dedicating class time to allow for a “refresher” lesson on FrontPage is worth the effort.  If the instructor is not too familiar with FrontPage, one can ask a MIS instructor to give this quick review.  Plus, have both instructors, from two disciplines, in front of the students together; demonstrates the link existing between business functions.        

FINAL THOUGHTS: Holding student interest (and faculty interest for that matter) is an essential part of any educational experience.  As seen with the FrontPage experience integrating department level courses achieve the essential qualities desired when constructing interesting integrative courses for curriculums (Dressel & Marcus, 1982).  Relevancy is addressed by highlighting the interrelationships between courses, direct career application, and achievement of institutional education outcomes.  The experience held student interest and promoted it by encouraging originality, creativity, thought, and critical thinking in these student-led efforts.  This effort demanded collaboration and cooperation with others to solve problems by leveraging the students’ present and prior course experiences.


Using FrontPage and web site projects is just one potential vehicle available to promote course and curriculum integration at the department and/or institutional level.  As educators we must continue to strive and achieve a greater level of cross-functional integration in our business programs to better match the dynamic and multifunctional nature of organization’s today.  The integrative example discussed provides an interesting, available, and productive means to expand and improve the student’s experience in learning and life.  As such this simple approach can be easily included in business programs as one small step toward improved and integrated management education.
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FACTORS RELATED TO INTERNATIONAL ADJUSTMENT: NEW FINDINGS, POLICY IMPLICATIONS, AND FUTURE DIRECTIONS
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ABSTRACT:  This study used a multi-organizational sample of 136 expatriates and their spouses on assignment in either the Pacific Rim or Western European regions to further investigate factors related to the general and interaction adjustment of both the expatriate and the spouse. It was hypothesized that host-language proficiency would account for unique variance in both facets of expatriate and spouse adjustment. It was also hypothesized that previous international experience garnered in more novel cultures would be more strongly related to both facets of expatriate adjustment than that garnered in less novel cultures. Finally, it was hypothesized that variables conceptually related to international adjustment would be more strongly related to both facets of expatriate and spouse adjustment in more novel cultures where adjustment demands are greater than in less novel cultures. Results of hierarchical regression analyses controlling for several possible confounds provided partial support for the first two hypotheses but no support for the remaining hypothesis. Results are discussed in relation to strategic human resources concerns. Limitations of the current study and directions for future research are also noted.

Selection practices of U.S. multinational corporations have come under increasing scrutiny as a result of consistently high rates of U.S. expatriates (Tung, 1987). Comparative studies find that premature returns are more frequent among U. S. expatriates than among their European and Japanese counterparts (Tung, 1987). Average failure rates for U. S. expatriates have been placed as high as 40% (Mendenhall & Oddou, 1985), and as high as 70% to 80% in countries that are culturally the most different from the United States (Black & Mendenhall, 1990).  Failed expatriate assignments result in direct costs to U.S. firms of nearly $2 billion every year (Copeland and Griggs, 1985).


The two factors blamed by American firms for these premature returns from international assignments are the failure of the spouse and the expatriate, respectively, to adjust to the demands of living in a foreign country (Tung, 1981). Thus, the focus of the present study will be on these two factors.

MODELS OF INTERNATIONAL ADJUSTMENT: Black (1988) and Black and Stephens (1989) developed a three-factor/facet model of adjustment for expatriates and a two-factor model of adjustment for spouses. The three facets for the expatriate were general adjustment (living conditions in general and health care facilities); interaction adjustment (interacting with host nationals on a day-to-day basis and outside of work); and work adjustment (specific job responsibilities, and supervisory responsibilities). The two-facet model for spouses consisted of only general and interaction adjustment as past research suggested that 80% of spouses would not be working (Stephens & Black, 1988). The focus of the current study will be on expatriate and spouse general and interaction adjustment, since expatriate work adjustment exhibited the lowest relation to intent to stay—the variable leads to actual turnover (Black & Stephens, 1989; Naumann, 1992). 


Black Mendenhall & Oddou. (1991) argued that adjustment occurs during two stages: 1) anticipatory adjustment - prior to making the actual move, and 2) in-country adjustment - after the person has arrived in his or her new surroundings. Most of the empirical international adjustment literature has focused on the antecedents of degree of adjustment and we will maintain this focus.  Within anticipatory adjustment, there are individual factors such as previous experience and training.  There are also organizational factors (criteria for selection) such as degree of host-language proficiency. In-country adjustment involves individual, job, organization culture, organization socialization, and non-work issues.


Parker and McEvoy (1993) presented a more simplified model of international adjustment that includes performance. In their model, individual, organizational, and contextual factors act as antecedents to the consequences of adjustment and performance. The antecedents act on various facets of adjustment which then are linked to various aspects of the expatriate’s performance. Individual antecedents include factors such as personality, self-efficacy, and motivation to go abroad. Organizational antecedents include factors such as compensation and benefits, organizational culture, and extent of home office contact. Contextual antecedents include factors such as urban/rural relocation.

RECENT INTERNATIONAL ADJUSTMENT RESEARCH: The literature on factors related to the general and interaction facets of expatriate and spouse adjustment provides some consistent but also some inconsistent findings. Table 1 shows that the research has consistently demonstrated the interrelation of expatriate and spouse adjustment (cf. Black & Stephens, 1989; Black & Gregersen, 1991a; 1991b), although the causal nature of that relation is in question (cf. Stroh, Brett, & Reilly, 1992). In the table, pluses (+) show a positive relationship between variables, minuses (-) a negative relationship, and zero (0) no relationship although the variables were included in the respective studies.  The current study attempts to shed some light on some of these apparent inconsistencies. Given the inherent limitations in collecting data from international organizations, we did not intend to fully test either Black et al.’s (1991) or Parker and McEvoy’s (1993) models. Instead, the goals of this study were to provide a unique contribution to the international adjustment literature by including predictor variables not included in previous studies and by looking at previously unexamined interactive effects.

Table 1

Major Studies and  Results

Variables
Black & Stephens (1989)
Black & Gregersen (1991a)
Black & Gregersen (1991b)
Parker & McEvoy (1993)

Expatriate Gen. Adj.





Spouse Gen. Adj.
+
+



Spouse Int. Adj.

0



Spouse Support

0



Training

0



Previous Experience
0
0

+

Host National Assoc.

+

-

Home Nat’l. Assoc.

0



Pre-move Visit





Culture Novelty

0

+

Spouse Opinion





Expatriate Int. Adj.





Spouse Gen. Adj.
+
0



Spouse Int. Adj.
+
+



Spouse Support

0



Training

+



Previous Experience
0
0



Host National Assoc.

+

-

Home Nat’l. Assoc.

0



Pre-move Visit





Culture Novelty

0

-

Spouse Opinion





Spouse Gen. Adj.





Expatriate Gen. Adj.
+




Expatriate Int. Adj.
+




Spouse Support





Firm provided Training


-


Self-initiated Training


0


Previous Experience
0

0


Pre-move Visit


0


Culture Novelty
-

-


Host Nat’l. Support


0


Family Social Support


0


Spouse opinion


+


Spouse Int. Adj.





Expatriate Gen. Adj.





Expatriate Int. Adj.





Spouse Support





Firm Provided Training


0


Self-initiated Training


+


Previous Experience
0

0


Pre-move Visit


0


Culture Novelty


0


Host Nat’l. Support


+


Family Social Support


+


Spouse Opinion
+

+


HYPHOTHESIS:  Both Black et al.’s (1991) and Parker and McEvoy’s (1993) models suggest that pre- and post-departure individual and situational variables are important to the successful adjustment of expatriates and their spouses. The empirical international adjustment literature has provided support for both of these models. However, several avenues exist for additional research. First, all relevant variables have not been studied. Second, only the main effect of certain variables have been studied.


The ability of the expatriate to speak, listen, write, and read the language of the host culture has been frequently cited as important  (Zeira & Banai, 1985) but has been notably excluded from the empirical international adjustment literature. Amir's (1969) "contact hypothesis" postulates that increased knowledge and participation in local culture due to host-language proficiency will be associated with higher interaction with host nationals Thus, host-language proficiency should be related to the interaction adjustment for both the expatriate and the spouse. 

Hypothesis 1: Host-language proficiency accounts for unique variance in the general and interaction adjustment of the expatriate and the spouse.


In regard to the second point, previous studies have treated cultural novelty only as a main effect in relation to international adjustment. However, the effect of cultural novelty could also be thought of as interactive. The relations of other variables that are conceptually related to international adjustment may be different based on the level of cultural novelty.

Hypothesis 2a: Previous international experience garnered in more novel cultures (viz., the Pacific Rim) is more strongly related to the general and interaction adjustment of the expatriate and the spouse than that garnered in less novel cultures (viz., Western Europe).

Hypothesis 2b: The relations between variables conceptually related to international adjustment and both facets of expatriate and spouse adjustment are stronger in more novel cultures (viz., the Pacific Rim) than that in less novel cultures (viz., Western Europe).

METHOD:  
The sample for this study was drawn from American expatriates listed in the American Chamber of Commerce (ACC) directories from countries in both Western Europe (Belgium, Italy, Germany, The Netherlands, France) and the Pacific Rim (Taiwan, Hong Kong, Singapore, Japan, Malaysia).  These regions were selected to represent two poles of cultural novelty with the Western European serving as the less novel region and the Pacific Rim serving as the more novel region. 

             
A total of 1600 questionnaires were sent out and 203 were returned, for a response rate of 12.7%.  It was not feasible in this study to directly compare the demographics of respondents versus non-respondents.  However, the demographics in this study are similar to those reported in the previously discussed related research (except for Parker & McEvoy, 1993, who included teachers and non-US nationals).  One hundred sixty-eight (82.8%) of the expatriates were married; 158 were accompanied by their spouses.  137 spouses also returned their questionnaires.  One spouse questionnaire was discarded for failing to follow instructions, resulting in a useable sample of 136, 83 from the Pacific Rim and 53 from Western Europe.

RESEARCH VARIABLES:  
Five control variables were used in the analyses for expatriates.  The five variables were time since arrival, level of management, years with present organization, years of full-time work experience, and highest educational level completed. Only three control variables were used in the analyses for spouses. The three variables were time since arrival, age, and highest educational level completed. 
The antecedent and outcome variables were: cultural novelty, host-language proficiency, pre-departure training, previous experience (easy/hard), and general and interaction adjustment.  The authors will be pleased to provide additional information on the study variables, scales, scale reliabilities, etc. upon request. 

RESULTS:  The sample consisted of mostly upper level management (44.1% top executives, 27.2% division heads,  22.1% middle managers, and 6.6% technical specialists). Expatriates had been with their current firms an average of 13.1 years with 22.1 years of full-time work experience.  The average age of the expatriates was 45.2 years, and the average age of the spouses was 42.4 years.  The majority of the expatriates (95.6%) were male.


Independent groups t-tests were used to determine whether there were any differences between regions with respect to the demographic information of age (expatriate and spouse), gender (expatriate and spouse), length of assignment, time since arrival, full time work experience, and years with company. Chi-square analyses were used to test for differences in educational level (expatriate and spouse) and level in the company.  All t-test and chi-square results were non-significant.

The study hypotheses were tested using hierarchical multiple regression (Cohen & Cohen, 1983). All research variables (except the dummy-coded cultural novelty variable) were standardized to control for multicollinearity between the main effects and interaction terms (Aiken & West, 1991). Four regression analyses were conducted wherein either expatriate general adjustment, expatriate interaction adjustment, spouse general adjustment, or spouse interaction adjustment served as the outcome variables. Each analysis proceeded in three steps. In the first step, the outcome variable was regressed on the control variables. In the second step, the outcome variable was regressed on the predictor variables. In the third step, the outcome variable was regressed on the interactions of the predictor variables with cultural novelty. Both facets of spouse adjustment were included as “predictor” variables when the facets of expatriate adjustment served as the criteria and both facets of expatriate adjustment were included as “predictor” variables when the facets of spouse adjustment served as the criteria. These “predictor” variables cannot properly be viewed as antecedents. However, they were included so that the relative importance of other variables could be judged with the variance due to these important variables controlled for.

Spouse general adjustment and hard previous experience were significantly positively related to expatriate adjustment and spouse interaction adjustment was significantly negatively related to expatriate general adjustment (although probably a suppressor effect; see Tzelgov & Henik, 1991) ((R2 = .51, p < .001). None of the interaction effects were significant. 

Host-language proficiency and spouse interaction adjustment were significantly positively related to expatriate interaction adjustment and cultural novelty was significantly negatively related to expatriate interaction adjustment (suggesting that expatriate interaction adjustment was lower in the Western European sample than in the Pacific Rim sample) ((R2 = .30, p < .001). None of the interaction effects were significant.


Host-language proficiency and expatriate general adjustment were significantly positively related to spouse general adjustment ((R2 = .51, p < .001). None of the interaction effects were significant.


Host-language proficiency and expatriate interaction adjustment were significantly positively related to spouse interaction adjustment ((R2 = .35, p < .001). None of the interaction effects were significant.


In summary, the first hypothesis was partially supported in that host-language proficiency was significantly positively related to expatriate interaction adjustment and spouse general and interaction adjustment; however, it was not significantly related to expatriate general adjustment. Some support was also found for the second hypothesis in that hard previous experience was significantly related to expatriate general adjustment whereas easy previous experience was not significantly related to any facet of adjustment for the expatriate or the spouse. Finally, no support was found for the third hypothesis; in fact, opposite trends were found with host-language proficiency more strongly related to expatriate general adjustment and hard previous experience more strongly related to expatriate interaction adjustment in the Western European sample than in the Pacific Rim sample. Moreover, training was more strongly related to spouse interaction adjustment in the Western European sample than in the Pacific Rim sample, but in the negative direction.

DISCUSSION:  
Perhaps the most striking finding of the present study is the importance of host-language proficiency for expatriates (both facets of adjustment) and their spouses (interaction adjustment). 
Another interesting finding was that neither easy nor hard previous international experience were related to either facet of spouse adjustment but that hard previous experience was related to the general adjustment facet for the expatriate. This finding replicates that of Parker and McEvoy (1993) who found that previous international experience was significantly positively related to general adjustment but not interaction adjustment for the expatriate


The only significant main effect for cultural novelty was for expatriate interaction adjustment whereas adjustment was lower for spouses in Western Europe.
Parker and McEvoy (1993) suggested that expatriates assigned to more culturally novel areas were better prepared to anticipate difficulties they may encounter in a foreign culture than those assigned to less culturally novel areas. Another possibility is that expatriates in the Pacific Rim anticipate these difficulties by living in “expatriate villages” where they live amongst themselves and are thus protected from much of the cultural novelty.  Another explanation for the unexpected cultural novelty effect is that the expatriates and spouses in the Pacific Rim had more hard previous experience than their Western European counterparts. Thus, in the Pacific Rim, variables typically used to predict adjustment may not be as useful as in Western Europe because those expatriates and spouses in the Pacific Rim have learned mechanisms to deal with adjustment difficulties in ways that are captured by variables that we typically do not include. Post-hoc analyses of the data confirmed that large mean differences in hard previous experience existed (in the unexpected direction) for both expatriates (MPR = 58.26; MWE = 14.74; t [134] = 4.06, p < .001) and spouses (MPR = 47.49; MWE = 11.19; t [134] = 4.06, p < .001). This does not invalidate the use of separating hard from easy previous experience in culturally novel regions, however, because enough variance probably exists within (even a culturally novel) region to justify its use as a valid individual differences variable. The main effect for hard previous experience evidenced in the present study supports this conjecture.


Finally, perhaps the way we operationalized cultural novelty affected the results here. We assumed that the Pacific Rim would be more culturally novel than Western Europe due to what we believed were obvious differences in culture. However, this may not be true. Hofstede (1984) collected data on four work-related value dimensions from countries around the world (power distance, uncertainty  avoidance, individualism, and masculinity). Hofstede (1984) reported a score for each country on each dimension for the countries sampled in the present study (except Malaysia) and from the U. S. The differences of the dimensional scores between the U. S. and the countries we sampled from Western Europe (U. S. - Western Europe) on each of the dimensions were -11.2 (power distance), -28.6 (uncertainty avoidance), 17.2 (individualism), and 12.6 (masculinity). These same differences between the U. S. and the countries we sampled from the Pacific Rim were -23.5 (power distance), -3.5 (uncertainty avoidance), 64 (individualism), and .75 (masculinity). Moreover, there was a large degree of variation in dimensional scores amongst the countries within each region on these dimensions. It is therefore uncertain whether there was a large and meaningful difference in cultural novelty between the regions we sampled in our study.


One major implication for international human resources management that this study has identified is the need for either selection of those with a high degree of host country host-language proficiency or training for those who lack this proficiency. Aside from the significant others’ adjustment, this variable was the most strongly related to international adjustment. Moreover, host-language proficiency was equally predictive across regions for both the expatriate and the spouse.


Another implication from the results of the present study is that multinational corporations should be aware of the possibility that their employees and spouses may have a more difficult time adjusting in less culturally novel regions of the world. The human resources function has several options to ameliorate this possible problem, including providing expatriates and their spouses with realistic expectations of the adjustment demands they will encounter. Another option is not always selecting the employees with the least previous international experience for assignment in less culturally demanding regions of the world based on the belief that these regions have weaker adjustment demands.


The use of tests and other evaluation methods for selecting expatriates is potentially important for multinational corporations. Only 5% of U.S. Fortune 500 companies, in contrast to 21% of European firms who responded to a survey of personnel practices, used formal testing mechanisms to assess the relational skills of potential expatriates (Björkman & Gertsen, 1992). Moreover, a study of 256 U. S. Fortune 500 firms found that only 2% utilized formal testing mechanisms of any kind to assess candidates (Organization Resources Counselors, 1990).2 As a result, European firms may be in a better position to compete in global markets, in part due to more effective staffing.


Many avenues exist for additional research in this area. Clearly, longitudinally designed studies using data collection methods such as in-depth interviews, observation, and long-term diary keeping by the expatriate and family members would provide relevant information.


Other individual difference variables that attempt to tap the underlying motivation and ability of the candidate to take and successfully complete the international assignment should also be studied.  We should also study personality variables such as ethnocentrism (Deller & Benz, 1996), self-efficacy (Black & Mendenhall, 1991), and “Big-Five” variables such as conscientiousness and openness to experience (Costa, 1996) to predict outcomes such as adjustment, and subsequently, intent to stay, turnover, and performance (see the recent work in this area by Ones & Viswesvaran, 1997). One study (Schneider, 1997) has found that at least some of these individual differences variables can be effectively measured in an interview format, which companies tend to favor over a self-report, paper-and-pencil format.


One particularly pressing vehicle for future research is the need for alliances to be built between researchers and businesses/governments. One recent study conducted by Spreitzer, McCall, and Mahoney (1997) seems to be an 

indication that this is underway. Spreitzer et al. (1997), through support from an international consortium, have developed a multi-faceted instrument, measuring both end-state competencies and the ability to learn from experience, to identify international executive potential. Furthermore, they were able to validate the instrument against such criteria as current performance, executive potential, and on-the-job learning in a large (838) sample of lower, middle-, and senior-level managers from 6 international firms and 21 countries. More research of this type should be conducted.


Finally, a meta-analytic investigation of the predictors of expatriate and spouse adjustment (and other indicators of success) should be conducted to further and more conclusively explore inconsistencies in the literature. 

CONCLUSIONS: We believe that the topic of international adjustment, in the context of improving both the retention and performance of expatriates, will only gain in importance.  Boyacigiller (1991) found that 41% of multinational corporations had plans to reduce the number of expatriates because of problems associated with failure and/or poor performance.  However, this was in direct contrast with the increase in international business ventures.  Boyacigiller argues that this paradox is not in the best interests of the firms.  It deprives the firms' employees of important experiences and knowledge that will better enable U.S. multinational corporations to compete at the international level.  The benefits derived from our, and other, research will enable multinational corporations to be more competitive in the marketplace as a direct result of the increased ability to select and prepare expatriates and their spouses for successful international assignments.

NOTES


1These same statistics within each region (Pacific Rim vs. Western Europe) are available from the authors upon request.


2No data was available in these studies to indicate the prevalence of host-language proficiency tests in the U. S. and Europe.


3This conjecture is supported by the consistent negative correlations of cultural novelty with general and interaction adjustment in the studies reviewed. An exception was Parker and McEvoy (1993) who reported a positive relation between general adjustment and cultural novelty. Given the consistent findings in the other studies and the negative relation between cultural novelty and interaction adjustment in the Parker and McEvoy study, it is possible that this was a result of either sampling or transcription error.
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PERCEPTIONS OF FACULTY AND STUDENTS

OF THE VALUE OF MULTIMEDIA
USE IN THE CLASSROOM
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ABSTRACT:  Multimedia may be defined as the use of the computer to enhance the lecture delivery through graphics, sound, unlimited fonts, animation and access to Internet web sites. Businesses are using multimedia for training programs, and universities have funding to furnish rooms with the equipment, hardware, and software for multimedia use.  While faculty acknowledge the existence of multimedia, many have not accepted it as a bona fide instructional technology.  The purpose of this paper is to examine faculty and student perceptions regarding the value and use of multimedia.

Survey instruments were sent to business faculty members at several universities.  Student surveys were distributed in an introductory management and principles of accounting classes.  Data was examined using the chi-square test of homogeneity.

The results indicate that students believe multimedia to be more beneficial and that it enhances their ability to learn the material.  Faculty respondents did not agree with students concerning learning benefits but did indicate positive attitudes toward multimedia and its benefits.  So why aren’t faculty adopting multimedia?  Further analysis suggests one reason is the amount of time and effort required to convert one’s teaching to a multimedia approach.  Another reason cited relates to the faculty evaluation process in regard to  raises, promotion, and tenure.  Our results show that until the faculty evaluation process rewards the effort expended to change to a multimedia approach, faculty will not expend the effort.  As such, it does not appear that the use of multimedia will increase significantly in the near future.
INTRODUCTION:  Multimedia is the latest delivery vehicle for training and educational purposes.  Unlimited fonts, graphics, sound, animation, full-motion video, and access to web sites are all possible with multimedia.  According to McGee (1996), many businesses have left the basic classroom environment and turned to multimedia for their education and training needs.  Gagne (1996) cites several large companies (Walt Disney World, Alamo Rent A Car, Quaker Oats Co., Andersen Worldwide, and Nation’s Bank) as successful users.  The medical field considers multimedia a valuable tool in educating AIDS patients (Seidner et al. (1996)) and treating people with eating disorders (Cummins (1996)) as well.  If these fields have embraced multimedia, why hasn’t the use of multimedia been readily adapted by many universities?  Many university administrators have seen what multimedia has done for the business world and are spending a large amount of their budget resources to purchase the equipment and software that allows faculty to use this technology but there does not seem to be a large change in the classroom delivery.  As the old saying goes, “you can take a horse to the water, but you can’t make him drink”.  Is multimedia a fad or is it the technology that will finally release faculty from the shackles of the chalk and blackboard?  While many business faculty acknowledge the existence of multimedia and often agree to its benefits and advantages, many have not accepted it as an instructional technology.

Given multimedia’s potential, why do many faculty hold steadfastly to classroom tools that pre-date the printing press?  Some may have unresolved questions and doubts about whether this technology is appropriate for classroom use.  If this is the case, the reasons behind their concerns should be examined.  Perhaps another way of looking at this issue is to assess the use of multimedia and pose these questions:
Is learning how to use multimedia in the classroom worth the additional effort by the faculty member?
What benefits will be derived by faculty members from using multimedia in the classroom?
Will teaching evaluations, promotions, and tenure decisions etc. be positively affected?
Does incorporating multimedia in the classroom benefit the faculty member as much as it benefits the student? 
How do students feel about using multimedia in the classroom? 
Answers to these questions may offer valuable insight into why the use of multimedia in the business classroom is not more widespread.
PREVIOUS RESEARCH:  Many researchers have addressed the pedagogical potential of multimedia instruction and have concluded that while multimedia cannot overcome poor teaching habits, it can enhance instructional delivery and the learning process.


Keller (1983) described an ARCS model (attention, relevance, confidence, and success) for motivating student learning.  The first attribute of this model requires getting the attention of the student.  Incorporating multimedia's wide variety of graphics, animation, audio, and video as part of the lecture process is typically a much better attention getter for today's "MTV-generation" students than a chalk and blackboard approach.

Kolb's experiential learning model (1984) is broken down into two dimensions— grasping and transforming.  The grasping dimension deals with concrete experience and abstract conceptualization.  Multimedia's capabilities of showing high resolution images and graphics can simulate "concrete experience" and at the same time provide the basis for discussion of "abstract conceptualization".  The transforming dimension consists of two modes - reflective observation and active experience.  Multimedia fulfills these needs with supplemental notebooks that reflect the slides and displays shown in a multimedia presentation which also allows the student to actively participate in the classroom discussion.


Instructional design frameworks such as that developed by Romiszowski and Abrahamson (1995) also help one see multimedia’s potential.  According to Romiszowski and Abrahamson, effective instructional design approaches should entertain, motivate, inform, teach, be factual, conceptual, and are loosely/highly structured.  Properly designed multimedia presentations have many of these characteristics.  Jensen and Sandlin's research (1992a, 1992b) provided a basis for those faculty interested in beginning a multimedia approach in the classroom offering suggestions, recommendations, and how-to's for a beginner.  It is apparent throughout their research that Jensen and Sandlin are strong supporters of multimedia usage in the classroom.  Further guidance and support is discussed by Kieley (1996), Goolkasian (1996), and Stewart and Williams (1998).  


Schank (1995) described successful approaches that operationalized learning theories via multimedia technologies in the classroom thereby eliminating much of the doubt associated with multimedia's educational value.  Similarly, Jategaonkar and Babu (1995) proposed that multimedia in the classroom goes beyond just information dissemination.  They maintain that multimedia enhances the learning process.  Owsten (1997) believes that the learning process is improved and becomes more accessible.  Erwin and Rieppi (1999) in their experiment found that students who were taught using a multimedia approach had higher exam scores than those students in the same course but not using a multimedia approach.  Smith (1997) in his interview with Richard S. Velayo noted that multimedia use in the classroom promotes active learning and creates an environment that leads to increased learning possibilities.  Other researchers noting success in the use of multimedia in the classroom include Pea and Gomez (1992), Drook (1994), Roberts (1994), and Liebowitz and Letsky (1996).

Future opportunities for those involved with multimedia include incorporating into the classroom the limitless knowledge found on the Internet.  Owsten (1997), Fetterman (1998), and Roschelle and Pea (1999) all suggest that multimedia should include materials found in the world wide web.  Therefore knowledge available to the students inside the physical confines of the multimedia-based classroom will be boundless and not limited to the lecture, their books, or  notes.

While these research findings clearly demonstrate the benefits of incorporating multimedia use inside the classroom, its actual use has not been widely accepted.  In a national survey of accounting educators, Landry et al. (1996) found the use of multimedia in the accounting classroom is very limited in that only six percent of their sample reported any use of this technology.

While many of the previous studies have shown multimedia to be very beneficial and useful, Butler and Mautz (1996) found that multimedia use did not lead to a higher recall uniformly among the students in their study.  Students who preferred information graphically benefitted from multimedia while verbally oriented students may have been hindered.  However, overall there did appear to be positive attitudes displayed by the students in the multimedia classroom setting.  Similar results were found by Ross and Schulz (1999).  In their research they concluded that while any computer-aided instruction vehicle has the potential to increase learning, it is the dominant learning style of an individual that dictates the learning outcome and learning achievement in this new environment and not the use or non-use of the technology.  Therefore, they suggest that this new approach in the classroom may not be appropriate for all students.

While much of the research focused on educational theory perspective, Sammons (1995) focused on students’ use and perception of the benefits of a multimedia classroom environment.  Sammons surveyed over 500 students who had been instructed using a multimedia approach in a variety of courses.  A majority of these students agreed that multimedia supported the subject content, made the lectures more organized, visuals were easy to see and read, helped students take notes, did not distract from the lecture, made lectures interesting, helped the student understand the material, helped clarify information, helped the student pay attention, and helped the student remember the material.  These findings seem to indicate from the students’ perspective that multimedia facilitates learning, just as the previous research examining learning and instructional design strategies suggest.  Cornell (1999a) also found similar favorable responses from students when asked  how they liked the multimedia approach to their course.

There is very little research concerning faculty opinions about the use of multimedia.  Guernsey (1997) reported that faculty perceive spending too much time working with technology in the classroom might hurt them in their tenure decision and that is why multimedia use in the classroom is not widespread.  Similarly, Cornell (1999a) suggests that faculty are too worried with promotion and tenure and they should not be especially as it relates to their efforts of incorporating multimedia in the classroom.  He further states that “massive changes in how we operate in the classroom” are taking place and faculty can either change and adapt or “we have but ourselves to blame” (Cornell (1999b)).  
PURPOSE FOR THE STUDY:  Many educational institutions are listening to the desires of their students.  For those faculty who use computer-based multimedia, a frequent question from their students is “why aren’t all instructors using this technology?”  Previous research has shown that multimedia is an acceptable, practical, and pedagogically sound methodology for the classroom yet it is underutilized.  As such, the purpose of this study is to survey and examine the reasons behind the use and non-use of multimedia technology as perceived by business faculty and students in order to answer the questions - why do so few faculty use the technology, and secondly, do students perceive multimedia to be a better method for teaching in the classroom?  Differences in perceptions between faculty and students may aid in resolving this dilemma.
METHODOLOGY:  In order to better understand the reasons behind the slow proliferation of multimedia and to gauge its use among faculty and students, two survey instruments were developed to gather data about the perceptions that faculty and students many have concerning multimedia use.  Survey questions were drawn from a number of sources - the author’s previous research, other studies and current literature, and personal experiences in a multimedia classroom environment.  For the student questionnaire, the survey questions were phrased using the pronoun “me”.  For example, “Multimedia helps me ...”, while the questionnaires sent to faculty members were more objectively phrased such as “Multimedia helps the student ...”.  Responses to these statements were based on a five point Likert scale ranging from “strongly agree” to “strongly disagree”.  In both questionnaires, the survey questions were both positively and negatively worded in order to avoid biasing any responses.  For faculty questionnaires, other demographic questions concerning academic rank, tenure status, university mission, and current use of multimedia were asked.  For the students, questions concerning their major, class rank, overall GPA, and experience with multimedia were also asked.

There were 60 usable responses from faculty members and 74 usable responses from students.  Survey instruments were sent to several  universities during the 1998 summer semester and randomly distributed to business faculty members then returned to the researcher.  The survey instruments for the students were distributed in a principles of management class and also to students in the second course in principles of accounting.  Student data was also collected over the summer semester and at the beginning of the fall semester.                              


































Chi-square test of homogeneity was used to examine the data.  Due to the nature of the responses in the questionnaires, data for this study is considered categorical rather than continuous.  As such, statistical analysis can only examine the responses to see if the populations are homogeneous concerning the proportion of the responses falling under the various categories of the Likert scale

































       ANALYSIS OF RESULTS:  The demographic information collected from the faculty respondents included faculty rank, their school’s mission, tenure status, and important factors in the tenure and promotion decision.  As shown in Table 1, there appears to be an even distribution of ranks among the faculty with assistant professors comprising the largest proportion of the sample at 43% and associate professors comprising 37%.  The majority of the faculty surveyed (60%) stated their university’s primary mission to be research over teaching while 40% of the faculty believed teaching was the primary mission.  However, when asked which was the most important factor in tenure and promotion, 70% of the faculty respondents admitted that research was more important than teaching.  Lastly, 38% of the respondents were tenured at their schools, and only 12% admitted to using computer-based multimedia in the classroom.


The student sample was comprised of business students with management, information system, and finance majors accounting for 71% of the sample as shown in Table 2.  The majority of students (71%) were in their junior year, and 75% of the students had gpa’s between 2.1 and 3.0.  Whereas the faculty sampled only reported a small percentage of multimedia use, 89% of the students sampled admitted to experiencing computer-based multimedia in the classroom.
Table 1:  Faculty Demographics


n = 60
%

Academic Rank
Full-time Instructor
Assistant Professor
Associate Professor
Full Professor
3
26
22
9
5
43
37
15

University Mission
Research over Teaching
Teaching over Research
36
24
60
40

Most important factor in tenure and promotion decision
Teaching
Research
18
42
30
70

Are you tenured?
Yes
No
23
37
38
62

Ever use any form of  computer-based multimedia in the classroom?
Yes
No
7
53
12
88

Table 2: Student Demographics


n=74
%

Major
Accounting
Economics
Finance
Information Systems
Management
Marketing
11
3
16
18
19
7
15
4
22
24
25
10

Academic Class
Sophomore
Junior
Senior
17
53
4
23
71
6

Overall GPA
2.1 - 2.5
2.6 - 3.0
3.1 - 3.5
3.6 - 4.0
31
24
11
8
42
33
14
11

Have you been exposed to a computer-based multimedia approach in the classroom?
Yes
No
66
8
89
11

As shown in Table 3, both faculty and students responded on a five-point Likert scale to twelve questions concerning the multimedia-based characteristics and eight questions concerning the perceived learning characteristics.  Statistical analysis of the first twelve questions found significant differences between faculty and students on three statements.  Students felt much more strongly in agreement with the statement “multimedia is a more professional way to teach” than faculty did.  Perhaps the large number of students who experienced multimedia verses a chalk and blackboard approach may have contributed to these differences.  Similarly, regarding the statement “multimedia does not detract from the lecture material”, the students sampled tended toward stronger agreement than faculty respondents.  Although significant differences were found for “multimedia makes a boring topic come alive”, it is interesting to note that faculty were in agreement with this statement  while student responses were mostly neutral to disagree.  Can multimedia enhance a boring teacher’s lecture was also asked of the respondents.  Although the responses were not significantly different, student responses were not as positive as faculty.  It is interesting that although the majority of faculty sampled do not use multimedia in their lectures, they believe it might be a vehicle to relieve boredom in the classroom more strongly than do students.

Table 3: Faculty vs. Student Responses


Faculty
Students
Chi-Square
P-Value

Proposed Multimedia Characteristics





Multimedia is a more professional way to teach.
2.00
1.56
11.444
.022

Multimedia adds color and excitement.
1.82
1.65
3.937
.268

Multimedia helps visually impaired students.
2.75
2.70
3.819
.431

Multimedia helps auditory impaired students.
2.75
2.51
6.204
.184

Multimedia helps students to interact with their instructor.
1.93
1.91
1.807
.771

Multimedia makes it easier for a student to take notes.
1.79
1.51
3.741
.442

Multimedia does not detract from the lecture material.
2.16
1.69
17.103
.001

Multimedia makes lectures appear more organized.
1.77
1.59
2.496
.645

Multimedia enhances a boring teacher’s lecture.
2.29
2.48
2.390
.677

Multimedia makes a boring topic come alive.
2.16
3.13
30.184
.001

Multimedia use enhances an instructor’s teaching evaluation.
2.96
2.71
5.225
.266

Multimedia is best used for basic rather than upper level courses.
2.31
2.37
2.070
.784

Perceived Learning Characteristics





Multimedia explains concepts better for students.
2.26
1.77
10.109
.020

Multimedia makes it easier for a student to understand the material.
2.06
1.66
8.806
.032

Multimedia stimulates a student’s desire to learn.
2.04
1.74
5.376
.251

Multimedia increases a student’s ability to learn the material.
2.51
1.96
13.646
.009

Multimedia helps the student remember the material.
2.25
1.83
10.076
.018

Multimedia makes it easier for the student to pay attention.
1.90
1.69
5.379
.249

Multimedia makes it easier to explain detailed material to the student.
2.29
1.78
10.405
.034

Multimedia helps keep students interested in the lecture.
1.95
1.68
17.461
.002

1 = highly agree         2 = agree         3 = neutral         4 = disagree     
5 = highly disagree

Regarding the eight statements concerning perceived learning characteristics, six of the eight statements were found to be significantly different between faculty and students.  These statements are as follows:

Multimedia explains concepts better for students.

Multimedia makes it easier for a student to understand the material.

Multimedia increases a student’s ability to learn the material.

Multimedia helps the student remember the material.

Multimedia makes it easier to explain detailed material to the student.

Multimedia helps keep students interested in the lecture.
These results indicate strong differences in perception between what faculty believe to be the learning advantages in a multimedia environment verses what students believe and experience in a multimedia environment.  Similar to the previous analysis, these results may possibly be due to the small percentage of faculty using multimedia and the large percentage of students having experienced multimedia.  In addition, to the above statements, while not significantly different, the other two statements regarding perceived learning characteristics also demonstrated that students were more positive towards these learning characteristics than faculty.

Although it is apparent that faculty are willing to admit to the advantages of multimedia but not as enthusiastically as students, why then is multimedia use so low?  Faculty respondents were asked to identify from a list of six reasons, the one reason that most exemplifies their perception of why multimedia has not become more widespread in the classroom.  As shown in Table 4, the percentage response to the question is categorized by university mission, faculty rank, tenure/promotion criteria, and tenure status.  While some of these questions may appear overlapping, it is interesting to note which appear to be the dominant reasons cited by the faculty sampled.  While it was originally thought that teaching-based universities would be more interested in multimedia use than research-based institutions, 32% of the faculty sampled in schools with a teaching mission cited “It is not worth the effort to incorporate multimedia in the classroom” as the primary reason for not using multimedia and 28% stated “There’s no value to multimedia where tenure and promotion are concerned”.  Surprisingly, faculty who’s universities were research oriented, responded 22% and 40% respectively to the same two questions.

With respect to faculty rank, more assistant professors “did not see any classroom value in multimedia” than associate or full professors.  Regarding effort to incorporate multimedia in the classroom, a majority of associate professors (36%) and full professors (33%) did not believe it was worth the effort.  With regard to multimedia having no value toward promotion and tenure, 43% of the assistant professors, and 32% of the associate professors cited this as their major reason for not using it.

When the faculty are classified by which criteria is most important (either teaching or research) for the tenure and promotion decision, the results are somewhat mixed.  Of the faculty who believe that teaching is most important in the tenure/promotion decision, 39% stated it is not worth the effort to incorporate multimedia in the classroom.  Only 24% of the faculty who stated that research was more important in the tenure/promotion decision agreed with this statement.  When research is the most important criteria for tenure/promotion, 42% of the faculty respondents indicated that the primary reason for not using multimedia in the classroom is that multimedia has no value where tenure and promotion are concerned.
Table 4: Reasons For Not Using Multimedia


University
Mission
Faculty Rank
Tenure/
Promotion
Criteria
Tenure
Status


Teach-ing
n=36
Re-search
n=24
Inst
n=3
Asst
n=26
Assoc
n=22
Full
n=9
Teach-ing
n=18
Re-search
n=42
Yes
n=23
No
n=37

I do not see any classroom value in multimedia.
10%
16%

15%
14%
11%
11%
14%
17%
11%

There are no funds available to support multimedia based classrooms.
5%
4%
33%
4%


11%

4%
3%

It is not worth the effort to incorporate multimedia in the classroom.
32%
22%
33%
19%
36%
33%
39%
24%
26%
30%

I’m tenured and too close to retirement for the effort required.
13%
9%

19%

22%
17%
10%
30%


Learning is not enhanced using multimedia.
12%
9%


18%
22%
11%
10%
10%
11%

There’s no value to multimedia where tenure and promotion are concerned.
28%
40%
33%
43%
32%
11%
11%
42%
13%
45%

Further analysis examined faculty reasons for not using multimedia based on the respondent’s tenure status.  For those faculty indicating they were currently tenured, 30% indicated they were too close to retirement and it’s not worth the effort.  In a similar statement, “it is not worth the effort to incorporate multimedia in the classroom”, 26% of the tenured respondents indicated this as their primary reason for not using multimedia.  Among those faculty not tenured, 45% agreed that when tenure and promotion are concerned, multimedia has very little value. These findings are consistent with Guernsey (1997) and Cornell (1999a,b).  Another 30% of the untenured faculty stated as their primary reason that multimedia is not worth the effort.

While all faculty respondents were given the opportunity to choose the one major reason why multimedia was not used, the reason “there are no funds available to support multimedia based classrooms” was the least cited reason among the respondents in all categories.  Not too many years ago, this probably would have been one of the more popular reasons for not using multimedia.  It appears that university administrators at the schools sampled are making multimedia hardware and software available in the classroom, but faculty are not taking advantage of this technology.
ASSUMPTIONS, LIMITATIONS, AND FUTURE RESEARCH:  As in many research studies conducted using a survey instrument, certain assumptions were held.  Namely the instrument was completed by a sample of faculty and students who were truly representative of their respective populations.  From the faculty perspective, since anonymity was guaranteed, honest answers regarding their perceptions and use of multimedia should not be a problem.  However, there might be a slight bias towards those individuals who have used multimedia to want to complete the questionnaire verses those individuals who do not use multimedia.  An examination of the data did not reveal this to be true.

For the students, especially knowing the questions were in regards to the use of multimedia, there may be a chance that students would want to impress their instructor.  No matter how much instruction is given to the students regarding anonymity, ratings may be slightly biased towards the positive aspects of multimedia in order to influence the instructor for a better grade.

Multimedia use is a rapidly evolving area.  As such, the timeliness of the data represents a limitation as well as a research opportunity.  Since the data was collected in 1998 and this field is rapidly changing, perhaps there is an increased appreciation and use for this technology in the classroom by the time this study is in print.  Future research through replication or a similar study is suggested in order to keep abreast of the latest information regarding the use of multimedia among business faculty.
CONCLUSIONS:  The results of this study demonstrate significant differences between faculty and students who participated in this study concerning the value of multimedia in the classroom.  While many advantages of multimedia were agreed upon by both faculty and students, students tended to be more positive toward the use of multimedia as a better method than the chalk and blackboard approach.  When perceived learning characteristics were examined, student perceptions were overwhelmingly more positive toward the benefits of multimedia in the areas of explaining concepts better, making material easier to understand, increasing a student’s ability to learn, increasing a student’s ability to remember the material, making detailed material easier to explain, and keeping students interested.  It is apparent from this analysis that student preferences from either perceptions or personal experiences with multimedia in the classroom is much stronger than faculty preferences.

When faculty were examined regarding the reasons why multimedia was not incorporated in the classroom, two major reasons were continually agreed upon: “there’s no value to multimedia where tenure and promotion are concerned”, and second, “it is not worth the effort to incorporate multimedia in the classroom”.  From the faculty sampled, inadequate funding was the least cited reason for not using multimedia.


From a practical perspective, the findings of this study indicate that students who have experienced multimedia in the classroom believe it to be highly beneficial.  While faculty are not as enthusiastic about this as students, this study indicates that faculty to a certain extent agree that multimedia has many benefits in theory but not enough to encourage them to use multimedia.  Until tangible benefits can be demonstrated from a faculty perspective, that is, a faculty member is rewarded for the time and effort spent to incorporate multimedia, and multimedia use enhances the chances for promotion and tenure, it does not appear that the use of multimedia will increase dramatically in the near future. 
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LAND VALUES AND FUNDAMENTALS: 
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ABSTRACT: In efficient markets where prices reflect fundamental value, prices quickly adjust to changes in fundamentals.  The purpose of this research is to study the dynamic response of land values to changes in fundamentals.  The methodology used in this paper tests for overreactions as well as bubbles in the Iowa and Nebraska agricultural land markets. Vector Error Correction analysis shows that Iowa land values undershoot equilibrium values in response to changes in prices paid for inputs and prices received for livestock, overshoot equilibrium values in response to changes in cash rents, and adjust slowly to changes in prices received for crops.  Nebraska land values overshoot equilibrium values in response to changes in prices paid for inputs.  Changes in some fundamentals (interest rates) are immediately reflected in land prices while changes in other fundamentals (prices paid for inputs) are not.  Furthermore, positive shocks to Iowa and Nebraska land values cause further increases in land values in independent of fundamentals, a pattern that may be indicative of price bubbles.  This evidence suggests that innovations in fundamentals are not immediately reflected in land prices, leading to deviations from fundamental value.
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INTRODUCTION: The fundamental value of an asset is usually defined to be the sum of the discounted future cash flows associated with that asset. In reality, actual market prices may depart from fundamental value for a number of reasons such as slow adjustment to changes in fundamentals, price overreactions, and price bubbles. According to Featherstone and Baker (1987), overreaction occurs when the market consistently reacts more to information than is justified ex post.  Flood and Garber (1980) note that bubbles result when the actual market price depends positively on its own expected rate of change leading to a situation where self-fulfilling expectations drive price changes independent of market fundamentals. The purpose of this research is to study the dynamic response of land values to changes in fundamentals. The methodology used in this paper tests for overreactions as well as bubbles in the Iowa and Nebraska agricultural land markets.

Real estate market transactions and the behavior of real estate market participants do not lend themselves easily to traditional financial or economic theory for a variety of reasons.  Real estate data is much more difficult to obtain than capital market data.  The real estate market is less structured than the capital markets and is known for its high transaction costs.  Chavas and Thomas (1999) found that transaction costs averaged 12.98% of land value in the 1980s and 7.54% of land value in the 1990s.  Limited availability of information is another feature of the real estate market.  Furthermore, the real estate market includes a limited number of buyers and sellers, and real estate products are relatively illiquid.  These factors combine together to create a market that is somewhat less efficient than traditional capital markets.  Specifically, the ability of real estate market prices to fully reflect relevant market factors is reduced relative to the capital markets.


The fundamental value of a parcel of land is equal to the present value of the future cash rents associated with the land.  The factors that determine future cash rents include commodity prices, input prices, and inflation. The traditional present value model for land has been labeled “under-parameterized” because it ignores many of these potentially influential variables (Alston (1986), Hallam, Machado, and Rapsomanikis (1992), Lloyd and Rayner (1990), and Melichar (1984)). This research hypothesizes that commodity prices, specifically crop and livestock prices, as well as input prices are also involved in the present value relationship for farmland either directly or indirectly through their impact on cash rents. 

In an efficient capital market where prices accurately reflect fundamental value, prices should quickly incorporate new information conveyed by a one-time shock to a fundamental variable. A Vector Error Correction Model (VECM) is a convenient vehicle for assessing the dynamic response of land values to changes in fundamentals.  Specifically, a VECM framework is a cointegrated system that enables investigation of the behavior of land values resulting from a one-time shock to each of the fundamentals. Because the real estate market is less efficient than the typical capital market, fundamental innovations may not be immediately reflected in agricultural land values. However, the results of the VECM analysis can be used to compare the speed at which a shock in each fundamental variable is reflected in land prices.

The results of the VECM analysis with the cointegrating constraints imposed indicate that changes in some fundamentals (interest rates) are immediately reflected in land prices while changes in other fundamentals (prices paid for inputs) are not.  These results suggest efficient impoundment of information for some fundamentals but delayed impoundment for other variables. Thus, the market price of agricultural land may deviate from fundamental value because actual land prices underreact and overreact to changes in fundamentals.  Furthermore, a one-time increase in both Iowa and Nebraska land values causes further increases, a pattern that suggests these land markets may be prone to price bubbles. The slow speed with which land values adjust to changes in fundamentals suggests that it may be possible to predict the future path of land values based on current changes in fundamentals and profit from investment in land based on this information.  However, the high transaction costs associated with land trades, as well as the nature of land as a productive asset, may limit profit opportunities. 

LITERATURE REVIEW: Campbell and Shiller (1987) were the first to employ cointegrated Vector Autoregression (VAR) models to test the traditional present value model of stock prices.  The cointegration test results showed that the spread between stock prices and dividends moves too much, causing persistent deviations from the present value model.  Using an adaptation of the Campbell and Shiller test, Diba and Grossman (1988) found that stock prices and dividends are cointegrated, meaning that a linear combination of stock prices and dividends is not explosive. Falk (1991) applied a variation of the Campbell and Shiller method to test for the presence of a rational bubble component in Iowa farmland prices over the 1921 to 1986 time period. Using cash rents as a measure of dividends on farmland, Falk could not reject the present value model for Iowa farmland prices.
Featherstone and Baker (1987) studied the overreaction behavior of farmland markets using aggregate imputed returns to assets and asset values for the farm sector of the United States as a whole from 1910 to1984 within the framework of a VAR model.  They found that shocks to real asset values, real returns to assets, and the real interest rate all led to processes in which real asset values overreact.  The existence of overreaction is not consistent with the usual assumption of rational economic agents and suggests a market with a propensity for bubbles.  Falk and Lee (1998) decomposed Iowa farmland prices into three components: a permanent fundamental component, a temporary fundamental component, and a non-fundamental component.  They found that overreactions play an important role in explaining short-run price behavior, but long-run price movements are explained by permanent fundamental shocks.

Lloyd and Rayner (1990) examined the relationship between real agricultural land prices and real cash rents using annual farmland data from the U.K.  Using an error correction model, they found that land prices initially overshoot equilibrium values in response to a change in lagged rents.  However, if rents are maintained at the new higher level, then ceteris paribus land prices adjust downward to a new equilibrium level that is consistent with the shock to cash rents.  Hallam, et al (1992) used pairwise cointegration analysis to study relationships between real land prices in the U.K. from 1948 to 1987 and several potential explanatory variables.  They failed to reject the hypothesis of no cointegration between U.K. land prices and all of the potential explanatory variables tested, and they concluded that long-run relationships in the land market might involve more than two variables.  Lloyd (1994) used a trivariate VAR framework to study the dynamic relationship among prices, rents and inflation for land in the U.K. from 1947 to 1991. An error correction formulation of the model found that land prices on average initially overshoot their long-run equilibrium value in response to a shock in rents and undershoot in response to a shock in inflation. The existence of overreaction in the U.K. land market provided by Lloyd and Rayner (1990) and Lloyd (1994) suggests that investors may not accurately value agricultural land based on available information. 

DATA: This study is implemented using annual data on the value per acre of agricultural land and buildings1 for Iowa and Nebraska from 1921 to 1994.  The data were obtained from the U.S. Department of Agriculture’s (USDA) farm real estate value, by state, series.  Due to the high transaction costs and the large capital investments necessary to participate in the agricultural land market, it is expected that departures from fundamental value may occur slowly and persist for extended periods of time.  Long time series are, therefore, necessary to study the dynamic response of land values to changes in fundamentals.  Nebraska and Iowa were chosen as the individual states to include in this study for several reasons.  Farmland in the Midwest, especially in Iowa, is more homogeneous in nature than farmland in other areas of the country. Also, land in these states is not typically valued for its potential nonagricultural uses as land in more urban areas is.  Thus, the concept of the “market price” of a typical acre of Nebraska or Iowa farmland and its expected return is relatively unambiguous.  Furthermore, the cash rental market in both Nebraska and Iowa agricultural land has been active for a long time, and the proportion of land used in farming to total land in these states is also relatively high.
The nominal cash rent data for 1921 to 1994 were obtained from the USDA Economic Research Service.  Both the nominal land value and cash rent series were converted to real values using the January Producer Price Index (PPI) with a base year of 1982.  The inflation rate was computed as the continuously compounded difference in the PPI from year to year.  The nominal six-month commercial paper rate was used to measure the short-term interest rate; the nominal return was converted to a real return by subtracting the inflation rate.

Indices of average prices received by Iowa and Nebraska farmers for crops and livestock were used as proxies for commodity prices from 1921 to 1994.  The series, with base years of 1910 to 1914, were obtained from the Agricultural Statistics Service in each state.  Because the individual states do not collect data on prices paid for inputs as they do on prices received for commodities sold, the series of prices paid by all U.S. farmers for production commodities was used as a proxy for input costs.  This series also has a base year of 1910 to 1914.

MODELS: Previous studies of the fundamental value hypothesis in agricultural land markets have used a VAR framework [Featherstone and Baker (1987) and Lloyd (1994)] to study the response of land values to shocks in cash rents, interest rates, inflation, and land values themselves.  Other studies have employed pairwise cointegration analysis to investigate the existence of long-run equilibrium relationships between land values and cash rents [Falk (1991) and Lloyd and Rayner (1990)] and between land prices and other I(1) variables [Hallam et al (1992)]. These two methods can be combined to test the present value relationship and study land value dynamics within a VECM framework that allows for the use of a time-varying discount rate. Returns to land ownership are modeled more accurately using a VECM because commodity and input prices can be included in addition to cash rents.
A VAR model consists of a set of reduced form equations for each of the p time series variables included in the model of agricultural land values.  Each variable is expressed as a linear function of past values of all variables in the system, including own past values.  The VAR model, written for p variables at time t and lag length k, is the stack of linear equations
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is a vector of equation errors. VAR models in levels can be applied to describe stationary processes, and VAR models in first differences can be used for non-stationary variables. A VECM gives a nested sequence of models between the VAR in levels and the VAR in differences.  Equation (1) can be rewritten as a VECM in order to capture both the short-run and long run dynamics of the system:
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The error-correcting formulation of the model allows the long-run components to obey equilibrium constraints while the short-run components have a flexible dynamic specification.  The number of stationary linear combinations is determined by the rank of 
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 and is equal to the number of cointegrating vectors (stationary long-run relationships) among the variables in Xt. The existence of cointegrating relationships among the Xt variables restricts the behavior of the variables through time.  If cointegrating vectors are present in the analysis, they must be enforced when the VECM in (2) and the VAR model in (1) are estimated.

Impulse response analysis is a valuable tool for investigating the interrelationships among variables in a VAR/VECM model. In a cointegrated system, a one-time shock to one of the fundamentals may have a permanent effect and shift the system to a new equilibrium.  If land values do not underreact or overreact to changes in fundamentals, those changes should be quickly impounded in price.  An innovation in a fundamental determinant may lead to a new equilibrium for the system, but the adjustment should occur rapidly.  For example, the impact of a one-time increase in crop prices should be quickly reflected in land values.  Thus, if the time path of the variables shows evidence of underreaction, overreaction, or slow adjustment to changes in crop prices, it suggests that land prices may not reflect fundamental value.

Impulse response analysis can also be used to investigate the impact of a shock to land values on land values themselves through the inclusion of lagged land values in the system.  In a market that reacts only to changes in fundamentals, real land values would return immediately to pre-shock levels in response to a one-time land value innovation.  If the data suggest a land market where changes in land values result in additional changes in the same direction, the market may have a propensity for bubbles as land values feed on land values.

The impulse responses are given by the coefficient matrices of the infinite-order moving average version of the model,

(3) 
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and they represent the effects of shocks to the variables of the system. Each impulse response represents the response of variable xi to a unit shock in variable xk occurring n periods ago. Orthogonalized impulse responses, which allow for instantaneous effects of one variable upon another, are created through a transformation of the VAR model and represent a shock of one standard deviation to the transformed error.  The orthogonalized impulse responses2 are used to judge the direction and significance of one-time fundamental innovations on land values.

ESTIMATION OF THE UNRESTRICTED MODEL: Equation (2) is used to model the dynamic relationship among the fundamental variables. The Xt vector contains the following: x1 - six-month real commercial paper rate (CPRATE), x2 - index of prices paid by U.S. farmers for production commodities (PAID), x3 - index of prices received by Iowa or Nebraska farmers for all crops (CROPS), x4 - index of prices received by Iowa or Nebraska farmers for livestock and livestock products (LSTOCK), x5 - real cash rents (CRENT), and x6 - real land values (LVALUE).

Prior to estimating the system, the order of integration of each individual variable in the system must be determined using the tests of Dickey and Fuller (1979, 1981) and Phillips and Perron (1988).  The results of the unit root tests for both Iowa and Nebraska were similar: the commercial paper rate (CPRATE) was integrated of order zero, and prices paid for inputs (PAID), prices received for crops (CROPS), prices received for livestock (LSTOCK), cash rents (CRENT) and land values (LVALUE) were all integrated of order one. Lag lengths of one to nine were tested within the context of model (1) using autocorrelation and normality tests.  A third-order model was chosen for the Iowa analysis and a second-order model was chosen for the Nebraska analysis.

The hypothesis of cointegration among the levels of the variables included in a VECM (2) is formulated as reduced rank of the 
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 are matrices of rank r<p.  Although the parameters 
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are not uniquely identified by the data, the cointegration space (the space spanned by the columns in 
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) and the adjustment space (the space spanned by
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) can be determined. Consider a vector Xt consisting primarily of nonstationary variables.  If a relationship exists among those variables such that particular linear combinations 
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 of those variables are stationary, there exists a cointegrating relationship among the nonstationary variables.

The trace and maximum eigenvalue tests of Johansen and Juselius (1990) were used to test the rank of the 
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 matrix (4) for each system.  For Iowa, the maximum eigenvalue test rejected the null of three or fewer cointegrating vectors at the 10% level, thus the existence of four cointegrating vectors is accepted.3   The cointegration rank for the Nebraska system is three.4

ESTIMATION OF THE RESTRICTED MODEL: In a VECM, 
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.  Natural economic questions concerning the cointegrating vectors, 
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, such as cointegration of cash rents and land values or stationarity of the commercial paper rate, can be formulated in terms of linear restrictions on the 
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vectors and tested using likelihood ratio tests as discussed in Johansen and Juselius (1992).5  This type of hypothesis testing helps to identify the system. The CATS software was used to estimate the VECM of (2) for both Iowa and Nebraska following the Johansen-Juselius (1990) maximum likelihood estimation procedure.  The estimate of the number of cointegrating vectors for each system was taken from the unrestricted model reported in the previous section (r=4 for Iowa and r=3 for Nebraska), and a linear restriction was placed on one 
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 vector in each system to reflect the stationarity of the commercial paper rate.
The maximum likelihood estimates of the cointegrating vectors (( matrix) that result from estimating the VECM of (2) as restricted by the stationarity of the commercial paper rate are given in Table 1 Panel A. Ultimately, the coefficient matrices of the original VAR model, (i, were obtained and used to create the impulse responses and their two standard error bounds as described in Lütkepohl and Reimers (1992).

Table 1

Cointegrating Vectors (Beta Matrices)

PANEL A - Stationarity of the Interest Rate Imposed

IOWA with r=4 imposed

CRPATE
1.000
0.000
0.000
0.000

PAID
0.000
-0.008
-0.008
0.020

CROPS
0.000
-0.024
-0.004
0.029

LSTOCK
0.000
0.028
0.012
-0.038

CRENT
0.000
-0.078
0.097
-0.029

LVALUE
0.000
0.008
-0.002
0.001

NEBRASKA with r=3 imposed

CPRATE
1.000
0.000
0.000

PAID
0.000
-0.532
0.018

CROPS
0.000
-0.982
0.022

LSTOCK
0.000
1.000
-0.026

CRENT
0.000
-3.167
0.027

LVALUE
0.000
0.910
-0.002

PANEL B - Stationarity of the Interest Rate and Cointegration of Cash Rents and Land Values Imposed
IOWA with r=4 imposed

CRPATE
1.000
0.000
0.000
0.000

PAID
0.000
-0.554
-0.036
-0.001

CROPS
0.000
0.225
-0.018
-0.033

LSTOCK
0.000
-0.109
0.026
0.041

CRENT
0.000
1.000
-0.052
0.046

LVALUE
0.000
-1.000
-0.039
0.034

NEBRASKA with r=3 imposed

CPRATE
1.000
0.000
0.000

PAID
0.000
0.000
-0.019

CROPS
0.000
0.000
-0.028

LSTOCK
0.000
0.000
0.031

CRENT
0.000
-1.000
-0.025

LVALUE
0.000
1.000
-0.025

Tables 2 and 3 illustrate the responses of land values in Iowa and Nebraska to orthogonalized one-time shocks in each of the variables.  Impulse response analysis traces out the time path of land values in response to the various fundamental shocks. In a market where prices reflect fundamental value, adjustment of land values to a new equilibrium should occur quickly in response to a one-time shock in each fundamental variable.  Responses by land values are given for the contemporaneous period of the shock and onward through year twelve.

The results for the Iowa system (Table 2) indicate that a shock to the commercial paper rate produced a significant contemporaneous response that was significant through year one. The time path of response to a shock in the commercial paper rate indicates that a new equilibrium was rapidly attained as a result of a one-time shock to the commercial paper rate.  As expected, a shock to prices received for crops provided a significant positive contemporaneous impact on land values as well as a significant positive impact in year five.  Overall, the response patterns of land values to shocks in the commercial paper rate and prices received for crops indicate that land values adjust fairly rapidly to innovations in those two fundamentals.

Table 2 

Impulse Responses of Land Values to Orthogonalized Shocks for Iowa with Stationarity of the Short Term Interest Rate and r=4 Imposed

Years     after     Shock
CPRATE
PAID
CROPS
LSTOCK
CRENT
LVALUE

0
32.628*
12.029
13.558*
-12.605*
25.323*
41.298*

1
32.989*
22.479*
1.912
-18.045
43.651*
44.878*

2
25.729
29.255*
-9.859
-18.010
43.174*
43.908*

3
29.916
29.461*
16.000
-34.127*
45.131*
35.446*

4
27.838
27.290
31.455
-31.074
57.866*
19.531

5
26.466
15.893
33.991*
-13.137
67.532*
-2.230

6
25.244
-2.513
34.471
6.667
71.240*
-17.958

7
22.761
-19.902
30.313
27.301
76.526*
-31.498*

8
20.615
-36.009
19.539
50.948
80.430*
-41.212*

9
20.827
-51.655*
9.422
68.224*
81.020*
-45.269*

10
20.956
-62.578*
0.572
77.857*
80.288*
-45.808*

11
20.713
-67.992*
-7.619
82.190*
78.383*
-44.904*

12
21.099
-69.943*
12.763
81.791*
74.291*
-41.876

* Indicates that the response exceeds twice the asymptotic standard error.


Initially, an innovation in prices paid for inputs has a significant positive impact on land values for three years and land values remain above pre-shock levels for a period of five years.  The initial direction of this response is not as expected; intuitively, increases in the price of production inputs should decrease land values. The unexpected direction of the response may be due to the fact  that an index of prices paid by all U.S. farmers for production commodities, not just Iowa farmers, is used to measure prices paid for inputs.  In years nine through twelve prices paid for inputs has a significant negative impact on land values.  The direction of this effect in later years is consistent with expectations, but the fact that the response becomes more significant as time passes indicates slow adjustment by land values to changes in prices paid for inputs. The delayed reaction could be caused by the high transaction costs associated with farm real estate transfers and the lack of liquidity of the real estate market, which preclude farmers from quickly selling their property. Thus, it is quite plausible that an increase in production costs today may increase land available for sale, but the actual sales may not commence until sometime in the future. A shock to prices paid for inputs, therefore, appears to cause land values to initially overshoot their long-run equilibrium level.


It appears that land values also experience a delayed response to a shock in prices received for livestock.  Initially, land values decrease as a result of higher livestock prices.  Land values remain below pre-shock levels for five years, but the responses are only significant in years one and three.  Beginning in year six, the direction of this relationship is positive, reflecting the expected reaction of land values to an increase in livestock prices; the positive responses are significant in years nine through twelve.  Again, the delayed response to shocks in livestock prices may be due to high transaction costs in the real estate market.  This response pattern is indicative of slow adjustment of land values in response to livestock price innovations and suggests that land values initially undershoot their long-run equilibrium level.


The response of land values to an increase in cash rents is positive and significant for the entire twelve-year period studied.  The response pattern indicates that as a result of a one-time innovation in cash rents, land values slowly adjust to a new, higher equilibrium level and in the process overshoot the new equilibrium level.


The impact of a shock to land values on land values themselves is positive and significant for three years.  While the positive effect does not persist for long, it does provide evidence of overreaction.  In an efficient market that reacts only to fundamentals, a one-time increase in real land values should not lead to further increases in land values independent of fundamentals. Beginning in year five, the responses are negative and significant for years seven through eleven.  The fact that the response is negative and significant in later years could be likened to the bursting of a price bubble.  For a time, an increase in land values leads to optimism among land buyers, greater demand for land, and higher land prices.  However, when land values attain a certain level, buyers may become skeptical about whether the higher prices can be maintained and whether fundamentals actually warrant such a high price.  At this point, the demand for land begins to decrease, leading to a decrease in land values that also tends to feed on itself as more and more investors try to sell before the price “bottoms out.”  


Table 3 contains the results for the Nebraska system restricted by the stationarity of the commercial paper rate.  The response of land values to a shock in the commercial paper rate is significant only in the contemporaneous period.  Furthermore, an innovation in prices received for crops and prices received for livestock has no significant impact on Nebraska land values.  The response of land values to innovations in the commercial paper rate, crop prices, and livestock prices indicates that the information conveyed by changes in these fundamentals is quickly impounded in land values.

Table 3 

Impulse Responses of Land Values to Orthogonalized Shocks for Nebraska with Stationarity of the Short Term Interest Rate and r=3 Imposed

Years     after     Shock
CPRATE
PAID
CROPS
LSTOCK
CRENT
LVALUE

0
15.836*
13.121*
0.789
-5.095
10.759*
20.008*

1
11.578
22.750*
-8.392
-1.569
8.853
27.832*

2
2.281
28.622*
-9.190
0.928
8.975
31.251*

3
-2.174
32.443*
-6.995
3.176
8.952
30.050*

4
-4.012
33.008*
-4.741
0.309
11.952
36.488*

5
-4.676
31.726*
-3.588
3.737
8.846
28.056*

6
-4.724
29.485*
-2.980
4.088
8.617
25.841*

7
-4.343
26.817*
-2.563
4.209
8.328
23.548*

8
-4.007
24.043*
-2.181
4.159
8.030
21.257*

9
-3.543
21.357*
-1.806
4.029
7.743
19.037*

10
-3.084
18.839
-1.455
3.889
7.477*
16.943

11
-2.643
16.502
-1.144
3.769
7.230*
14.999

12
-2.226
14.333
-0.876
3.669
7.001*
13.206

* Indicates that the response exceeds twice the asymptotic standard error.

Similar to the Iowa results, the direction of the response pattern of Nebraska land values to a shock in prices paid for inputs is not consistent with ex ante expectations. An innovation in prices paid for inputs produces a significant positive response in land values that persists for nine years, and land values appear to slowly move toward and initially overshoot a new, higher equilibrium level in response to a one-time innovation. As stated previously, the unexpected direction of the response may be due to the nature of the proxy used to measure prices paid for inputs.

As expected, an increase in cash rents produces a significant positive contemporaneous impact on land values.  Cash rents appear to have a delayed impact on land values as well.  The responses became significant again in year ten and remain significant through year twelve.  This response pattern suggests attainment of a new equilibrium, and the delayed responses are indicative of slow adjustment.


An orthogonal innovation in Nebraska land values produces significant positive responses for a total of nine years after the initial shock.  The response pattern indicates that a one-time increase in land values produces a new, higher equilibrium level of land values.  This pattern of land values feeding on land values is evidence against the fundamental value hypothesis.  The resulting nine-year build-up in land values is independent of the selected fundamentals and may suggest that the Nebraska farmland market has a tendency toward bubbles that last approximately nine years.6 


In summary, the evidence from this impulse response analysis supports the conclusion that land values adjust slowly to changes in some fundamentals and may be subject to bubbles.  Iowa land values overshoot equilibrium values in response to changes in cash rents and prices paid for inputs, and they undershoot equilibrium values in response to changes in prices received for livestock.  Nebraska land values appear to adjust slowly to innovations in cash rents and prices paid for inputs, and they overshoot equilibrium values.  It is interesting to note that changes in interest rates are quickly impounded in land prices while changes in other fundamentals (cash rents and prices paid for inputs) require much more time to be reflected in land values.  Both Iowa and Nebraska land values continue to increase following a one-time positive innovation in land values.  These findings are consistent with those of Featherstone and Baker (1987) and suggest that actual land prices may not reflect fundamental value.


The present value relationship states that the value of any asset is determined by the future cash flows associated with that asset.  Cash rents are often used as the sole proxy for future cash flows associated with land. The hypothesis that commodity prices, specifically crop and livestock prices, as well as input prices are also involved in the present value relationship for farmland can be used to guide the formulation of additional linear restrictions on the ( vectors in both the Iowa and Nebraska systems.  The present value theory implies unit elasticity between cash rents and land values.  This hypothesis is tested using the Johansen-Juselius maximum likelihood estimation procedure with two restrictions; the restriction implied by the stationarity of the commercial paper rate and the restriction corresponding to cointegration of cash rents and land values. When the two restrictions are imposed on each system, they can not be rejected with 
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(4) = 6.75 (p-value=0.15) for Iowa and 
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(6) = 8.25 (p-value=0.22) for Nebraska. These results suggest that cash rents and land values are cointegrated within the Nebraska and Iowa systems and are, therefore, tied together in a long-run relationship.


Another interesting question is whether other variables might be involved in the long-run relationship that ties cash rents and land values together.  This hypothesis is tested by imposing the restriction implied by the stationarity of the commercial paper rate along with the restriction corresponding to cointegration of cash rents and land values.  In addition, none of the other fundamental variables are excluded from the cointegrating relationship. Imposing this modified restriction produces (2(2) = 0.82 (p-value=0.66) for Iowa and (2(2) = 5.01 (p-value=0.17) for Nebraska.  Thus, this restriction can not be rejected by the data either.  Estimation of the Iowa and Nebraska systems subject to the cointegrating constraints that yield the highest p-values produces the 
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 matrices in Table 1 Panel B that are used to obtain another set of orthogonalized impulse response patterns for the Iowa and Nebraska systems as shown in Tables 4 and 5.  For Iowa, the restriction with the highest p-value imposes unit elasticity between cash rents and land values while allowing other variables to be included in the cointegrating vector.  This vector is illustrated in Table 1 Panel B column 3 (0, -0.554, 0.225, -0.109, 1, -1).  For Nebraska, the restriction with the highest p-value imposes unit elasticity between cash rents and land values while excluding all other variables from the cointegrating vector.  The Nebraska vector is shown in Table 1 Panel B column 3 (0,0,0,0,-1,1).

Table 4

Impulse Responses of Land Values to Orthogonalized Shocks for Iowa with Stationarity of the Short Term Interest Rate, Cointegration of Cash Rents and Land Values and r=4 Imposed

Years

after

Shock
CPRATE
PAID
CROPS
LSTOCK
CRENT
LVALUE

0
25.902*
-2.336
22.005*
-15.511*
30.371*
45.829*

1
25.538*
9.024
11.005
-21.422
49.102*
47.904*

2
18.982
21.148
-3.045
-20.998
47.612*
45.289*

3
20.819
21.127
22.498
-35.776*
46.637*
34.465

4
17.321
19.812
36.319*
-29.310
56.010*
17.121

5
16.278
11.857
35.066*
-7.821
62.238*
-7.212

6
14.957
-5.121
31.807
14.538
63.223*
-24.368

7
12.754
-21.814
25.856
36.603
66.152*
-38.626*

8
10.966
-36.591
13.911
61.338*
69.184*
-48.371*

9
11.207
-51.900*
3.223
78.800*
69.656*
-52.118*

10
11.328
-63.060*
-5.310
87.523*
68.707*
-51.575*

11
11.243
-68.005*
-12.674
91.155*
66.841*
-49.464*

12
11.621
-69.399*
-16.953
89.880*
63.066*
-45.260

 * Indicates that the response exceeds twice the asymptotic standard error.


The Iowa impulse response results shown in Table 4 are similar to the results for the Iowa system reported in Table 2. The commercial paper rate produces a significant contemporaneous response that remains significant only through year one. A one-time shock to prices received for crops produces a significant positive contemporaneous impact on land values that dissipates quickly but then reappears as significant and positive in the fourth and fifth years after the initial shock.  The direction of the response to innovations in crop prices is consistent with expectations.  As expected, a shock to prices paid for inputs had a negative impact on land values, but the effect is not significant until year nine. The fact that land values exhibit a delayed response to shocks in both prices received for crops and prices paid for inputs may be explained by the high transaction costs associated with farm real estate transfers and the lack of liquidity in this market.  An increase in the prices of crops may not immediately lead to greater demand for farmland because it takes time for prospective purchasers to arrange for financing.  Similarly, an increase in input costs may not lead to the immediate sale of farmland by current owners.  


Initially, Iowa land values decrease as a result of an increase in prices received for livestock.  Land values remain below pre-shock levels for five years, but the responses are only significant contemporaneously and at year three.  In year six, the direction of the relationship becomes positive, reflecting the expected reaction of land values to an increase in livestock prices; the positive responses are significant in years eight through twelve. This response pattern shows that land values initially undershoot their long-run equilibrium level in response to an innovation in prices received for livestock, and adjustment proceeds slowly.


The response of land values to an increase in cash rents is positive and significant for the entire twelve-year period studied, a pattern identical to the one described for the Iowa system restricted only by the unit vector.  In response to a one-time innovation in cash rents, land values adjust slowly toward and initially overshoot a new, higher equilibrium level.


The impact of a shock to land values on land values themselves is similar to the  impact for the Iowa system reported in Table 2.  Initially, an increase in land values has a significant positive impact on land values for three years.  However, beginning in the fifth year, the responses become negative and are significant for years seven through eleven. The negative and significant responses in later years can be likened to the bursting of a price bubble. This response pattern is independent of the selected fundamentals and may be suggest  a market with a propensity for bubbles.


Impulse responses for the Nebraska system are reported in Table 5. A one-time innovation in the commercial paper rate produces a significant contemporaneous response in land values. A change in cash rents produces a significant positive contemporaneous response.  The direction of this response is consistent with expectations, and it appears that the new, higher equilibrium level of land values that results from a one-time innovation in cash rents is quickly attained.  Innovations in prices received for crops and prices received for livestock have no significant impact on land values.  Thus, it appears that Nebraska land values do not overreact or underreact to changes in the commercial paper rate, prices received for crops, prices received for livestock, and cash rents.

Table 5

Impulse Responses of Land Values to Orthogonalized Shocks for Nebraska with Stationarity of the Short Term Interest Rate and Cointegration of Cash Rents and Land Values and r=3 Imposed

Years

after

Shock
      CPRATE
            PAID
         CROPS
      LSTOCK
        CRENT
      LVALUE

0
14.171*
8.684*
3.470
-5.022
11.720*
23.088*

1
10.025
18.080*
-4.515
-1.507
10.307
32.634*

2
0.408
23.556*
-4.853
0.979
10.297
36.743*

3
-4.238
27.287*
-2.271
2.130
10.093
37.093*

4
-6.032
28.206*
0.040
2.507
10.043
35.600*

5
-6.612
27.535*
1.046
2.771
9.699
33.376*

6
-6.613
26.015*
1.324
2.948
9.191
30.943*

7
-6.315
24.073*
1.331
2.959
8.623
28.467*

8
-5.881
22.006*
1.281
2.813
8.055
26.016*

9
-5.401
20.006*
1.237
2.584
7.516
23.655*

10
-4.921
18.157
1.195
2.347
7.017
21.442

11
-4.464
16.470
1.138
2.139
6.561
19.412

12
-4.037
14.929
1.065
1.963
6.143
17.566

*Indicates that the response exceeds twice the asymptotic standard error.


The response of land values to an innovation in prices paid for inputs is opposite of what we would expect, indicating that an increase in prices paid for commodities increases land values. Again, the unexpected direction of the response pattern could be due to the proxy used for prices paid for inputs.  The response is significant contemporaneously as well as for years one to nine and shows evidence of overreaction.  It appears that Nebraska land values adjust slowly to changes in prices paid for inputs and initially overshoot a new, higher equilibrium level.


The response of Nebraska land values to an orthogonal innovation in land values is positive and significant for nine years.  The response pattern indicates that a one-time positive shock to land values causes land values to slowly move toward a new, higher equilibrium level.  The nine-year build-up in land values is independent of the selected fundamentals and illustrates that land values feed on land values.


In summary, the evidence provided by the impulse response analysis from the restricted VECM suggests that land prices tend to both overreact and underreact to changes in fundamentals and may show evidence of bubble behavior.  The analysis indicates that Iowa land values overshoot equilibrium levels in response to changes in cash rents, undershoot equilibrium levels in response to changes in prices paid for inputs and prices received for livestock, and adjust slowly to changes in prices received for crops.  Nebraska land values overshoot equilibrium levels in response to innovations in prices paid for inputs.  Both Iowa and Nebraska land values continue to increase following a one-time increase in land values.  These findings suggest that market prices may not reflect fundamental value due to slow adjustment to changes in fundamentals, a tendency to overreact and underreact to changes in fundamentals, and a propensity for land values to feed on land values.  Furthermore, land values appear to respond more efficiently to changes in some variables (interest rates) than changes in others (prices paid for inputs and cash rents.)

SUMMARY: A VECM framework was used to study the dynamics of the Iowa and Nebraska agricultural land markets.  Unit root tests indicate that land values, prices paid for inputs, prices received for crops, prices received for livestock, and cash rents (for both Iowa and Nebraska) are all integrated of order one, meaning they are non-stationary processes that can be rendered stationary by differencing one time. Testing for cointegration of cash rents and land values within the VECM framework indicates that cash rents and land values are cointegrated.  Thus, it appears that cash rents, land values, and the other hypothesized fundamental determinants are tied together in a relationship such that movements in fundamentals are mirrored in land values in the long-run.

The VECM with the cointegrating constraints imposed (Tables 4 and 5) is used to study the dynamic relationship between the hypothesized fundamental determinants and real land values through impulse response analysis.  Using this method, land values in Iowa are found to underreact to changes in prices paid for inputs and prices received for livestock, overreact to changes in cash rents, and adjust slowly to changes in prices received for crops.  The Iowa results presented in this paper are consistent with those of Falk and Lee (1998) in that Iowa land values are found to overreact to temporary fundamental shocks.  Nebraska land values adjust slowly to innovations in prices paid for inputs and overshoot equilibrium values. This evidence of slow adjustment to changes in fundamentals as well as a tendency to underreact and overreact to changes in fundamentals suggests that the market price of agricultural land may deviate from fundamental value. It is interesting to note the differing speeds of adjustment that result from fundamental innovations: changes in interest rates are quickly impounded in land prices while changes in other fundamentals (cash rents and prices paid for inputs) require much more time to be reflected in land values.  Furthermore, a one-time increase in both Iowa and Nebraska land values was found to cause further increases in land values.  This pattern of land values feeding on land values, independent of the selected fundaments, may suggest that the Iowa and Nebraska land markets are subject to price bubbles.

The results of this research suggest that market prices for agricultural land may not reflect fundamental value for the following reasons: 1) land prices overreact and underreact to innovations in fundamentals, 2) information conveyed by changes in fundamentals is impounded in land values at different speeds, and 3) a one-time increase in land values causes further increases in land values, independent of the selected fundamentals.  The slow speed of adjustment that results from changes in fundamentals indicates that it may be possible to predict the future path of land values based on current changes in fundamentals and profit from investment in land based on this information.  However, the high transaction costs associated with land trades as well as the nature of land as a productive asset may limit profit opportunities.

ENDNOTES

1. The value per acre of land and buildings is used because the value per acre of land alone is only available from 1950 to the present.

2. The significance of the responses is determined by their magnitudes relative to the standard errors taken from the distributions established by Lütkepohl and Reimers (1992).  A two standard error criterion is used to judge statistical significance.

3. Johansen and Juselius (1990) note that the power of  the trace and maximum eigenvalue tests is low in some cases and suggest that it is appropriate to reject for higher significance levels than the usual 5%. The maximum eigenvalue test is usually more powerful than the trace test.

4. Cointegration ranks of 1 to 5 are consistent with the set of integration orders indicated by the univariate unit root tests.

5. Details of the Johansen-Juselius maximum likelihood estimation procedure for unrestricted systems can be referenced in Johansen and Juselius (1990).  An explanation of maximum likelihood estimation for a restricted system can be found in Johansen (1995).

6. The build-up in land value could also be the result of another variable or set of variables that is not included in the analysis.
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ABSTRACT: Questions of inequities between males and females in the workplace have been the focus of a great deal of research in the last fifteen years.  There is considerable evidence citing areas of unequal treatment preventing women from receiving the same opportunities as men in the workplace.  The objective of this study was to determine the degree to which variables such as promotions, salaries, mentor opportunities, job tenure and company tenure, affect female perceptions of how their careers are impacted.  The study found that women perceived they had equal opportunity for promotional opportunities and that sexual harassment had declined to a point where it no longer impacts the workplace.  However, a bi-modal response to the questions indicate that there is significant division among women in the area of promotion, salary, and mentoring, but not as they relate to age, position time, company time, or educational level.  
PERCEPTIONS OF EQUITY IN THE WORKPLACE: Traditional family, supported by the father and quickly becoming part of history is being replaced by the dual-income household as the norm.  A survey of 460 female executives at Fortune 1,000 companies found that 75% of the married women were the leading breadwinners in the family (Clark, 1996).  Also, according to the Department of Labor Statistics, 29% of working wives, 10.2 million women earn more than their spouses.  This figure has increased almost 35% since 1988.

The Bureau of Labor Statistics reports that women now hold 48% of all professional and managerial jobs up from an estimated 25% reported two decades ago.  Women currently earn 72% as much as men, on average, compared with 60% in the mid-70s.  One study reported, women earn 85% as much as men when salaries of men and women with similar education and experience are compared (Dunkel, 1995).  However, impressive gains in employment have not impacted the numbers of women holding managerial positions, nor has it resolved the work/life conflicts, lower salaries, and the incompatibility between career orientation and job tasks (Igbaria, Saroj and Jeffery, 1997).While apparent strides toward equality are being made, women are still not hired into senior level positions.  For example, women comprise 46% of the U.S. labor force, but only 10% of all corporate officers are women.  Further, there is only one female CEO among the companies in the Fortune 500 (Martinez, 1997).  The gender-race composition within an employee's occupation significantly affects the likelihood of promotion (Paulin and Mellor, 1996) resulting in women existing in a more competitive pool than their male counterparts.  One case in point, trade and membership associations are headed primarily by men (72%) with only 28% headed by women (Anonymous, 1997).

Such conflicting reports on the status of women resulted in the Department of Labor (DOL) conducting a comprehensive study in 1991 to determine if a glass ceiling continues to exist.  A glass ceiling represents an invisible barrier, obstructing the promotion of women to senior levels of responsibility within organizations.  The initial results of the study established that if there is not a glass ceiling, there certainly is a point beyond which minorities and women have not advanced (Harper, 1991).  Regardless of whether the glass ceiling can be documented, there seems to be a point beyond which women have not advanced.  It is thought that the glass ceiling continues to exist because of the bias and stereotyping by key decision- makers (Morrison and Von Glinow, 1990).  The generally negative attitudes of some men, toward women in executive positions, may be indicative of a lower level of male cognitive moral development, (Everett, Thorne and Danehower, 1996).  Newman (1993), however, believes that today's barriers are generally more nebulous and integrated, suggesting that intricate patterns of confinement and limitation are formed, rather than one of opportunity.

PERCEPTIONS OF SALARY OPPORTUNITIES: 　The male-female wage gap is a repeated theme.  A survey by the Council for Advancement and Support of Education (CASE) in the field of institutional advancement found htat women hold 53.6% of the jobs compared to men`s 54.7% in this area.  However, CASE found that men earn $60,196 to women`s $47,198 (Olcott, 1996).  In addition to receiving lower pay, the erosion of women’s wages has continued into the 1990’s, the lower 60% of women experienced declining wages over the 1989-95 period (Mischel, 1996).  Of all the occupational categories tracked by the Bureau of Labor Statistics, women have higher median earnings than men in only three categories: physical therapists, waiter/waitress assistants, and miscellaneous food preparers (Miller, 1997).  Women also reported higher salaries than men in the categories of ad director and ad manager, at Consumer Titles (Schwab and Maurer, 1997).
Women's salaries remain a contested issue since it is quite clear that a significant wage-gap still exists between genders (Carr, 1997; Harris, 1996; Anonymous, 1996).  A study of 560 higher education institutions tested ratios of male-female faculty pay.  After adjusting actual pay ratios for implicit marginal productivity ratios, it was determined that female faculty pay is at least as high as male faculty pay 74% of the time (Gander, 1997).

The 7th Annual Salary Survey of the International Management Association (IMA) indicated that the average salary for men was $65,326 and for women was $47,765.  This is to be expected because the majority of women surveyed were younger, had a lower percentage of master's degrees (29% to men's 40%), and less time in the field.  Surprisingly, women realized greater salary gains than men, 8.8% vs. 5.7%, respectively.  However, the compensation men receive exceeds the compensation women receive in every category.  Additionally, the average profile for 19 women in middle management with a master's degree and CMA certification is $58,616, as compared to $68,113 for 49 men with the same characteristics (Reichardt, 1996).  Similarly, the AACE International 1995 Salary and Demographic Survey of Project and Cost Professionals revealed a wage-gap, even when education and experience levels were the same, with men earning $2,500 more (Anonymous, 1996b).  Despite efforts to downplay the wage, gap, it clearly continues to thrive.
WAGE GAP: The wage gap between men and women may result from education, experience, and tenure differences.  In some cases and in certain occupations women may have less experience and actually work shorter average workweeks (Carr, 1997).  On the other hand, women frequently undervalue themselves and negotiate initial salaries at lower rates than their male counterparts (Marchetti, 1996).  Regardless, gender segregation exists along lines of occupation and there is a wage penalty for both men and women who hold traditionally female type jobs (England, 1992; Reskin, 1993, Sorensen, 1989a, 1989b, 1994; Treiman and Hartmann, 1981).  The feminization of jobs within industry results in reduced wages (Jenson, Hagen and Reddy, 1988; Reskin and Roos, 1990), therefore, women holding these jobs, despite qualifications, will receive lower pay.
The valuation of degrees, e.g. engineering versus office management, also contributes to differences in the male-female wage gap (Eide, 1997; Altonji, 1993; Grogger and Eide, 1995; Grubb, 1993).  Wages can be affected by the distribution of people across majors (Eide, 1997).  If this is the case then it appears that women should be more marketable by choosing degrees that are more technical and seeking less populated tracks, yet highly sought after degrees.  Brown and Corcoran (1997) designed a study to determine the validation of this conclusion by soliciting responses to two questions.
1) Do sex differences in the content of formal schooling, particularly high school courses and college majors explain much of the sex-based wage gap?
2) Do men and women receive similar rewards for completing typically male course of study?
The data indicated that male-female differences in high school have little effect on wage gap.  However, differences in demographic variables, education, and detailed work experience account for as much as 1/3 of the wage gap.  Contrarily, differences in college majors are strongly associated with the wage gap.
A 1993 study of the earnings of college graduates revealed that women earn less than men in nearly every occupation.  The smallest differences were apparent in the salaries of men and women with bachelor's degrees, ages 25-34.  In this age group, women's salaries were 83% of men.  The difference reflects the heavy concentration of women in the low paying field of education, and the larger number of men in the higher paying fields of engineering, mathematics, and computer science (Hecker, 1993).
One characteristic of both the 1984 and 1993 studies are that salary differences, within narrowly defined job categories, are much smaller.  In the 1993 study of college graduates, the smallest earnings gaps between men and women were in the highest paying field of engineering and mathematics.  These differences were only 1% and 5% respectively (Hecker, 1993).

These data support the Human Capital Model which suggests that the extent that an individual invests in her own capital in terms of education, training and work experience, will determine her opportunities and subsequent career advancement. Harper (1991) uses this model to explain the narrowing of the earnings gap in the 80s.
According to Harper (1991) the level of attainment of women during the 80s revealed that actual work experience was the primary asset, that is, human capital and occupation changes were responsible for improved earnings, accounting for as much as a 15% decline in the wage gap.  Harper's (1991) analysis shows that human capital and occupational changes improved the relative earnings of women, accommodating about 15% of the decline in the gender gaps (Harper, 1991).
The Human Capital Model that marginally explains the narrowing gap is based on the assumption that investment in education pays off equally for men and women.  Although the Human Capital Model suggests career opportunities and wages can be enhanced through education (Brown and Corcoran, 1997), the subsequent education must focus on specific areas of study.  However, it does not appear to have identical returns for men and women.
In addition, the 1993 study indicates that women's salaries increase at a much slower rate than their male counterparts.  By ages 45-64, the salaries of men with bachelor's degrees increased an average of 38%, while women in the same age category revealed salaries that increased only 8%.  When salaries are applied to individual fields, the pattern remains constant with the salaries of men increasing an average of 36%, compared to 10% for women.  In accounting men's earnings increased 40%, while women's remained constant (Hecker, 1993).
To explain the remaining salary differences and the slow progress of women in management, it is necessary to look at psychological variables and the barriers they may create for women.  In her Sociopsychological Model, Newman (1993) believes that individuals are free to make choices, but societal patterns will shape the available alternatives.  This, in turn, will make one choice more likely than another.  She explains that sex role socialization creates powerful barriers for women because of the difficulty in breaking away from traditional roles.  In addition, sex stereotypes can affect women's occupational aspirations, entry into an occupation, and advancement within an organization (Newman, 1993).  Her study of the Florida state government found that women perceived significant sociopsychological barriers to career advancement. In fact, she discovered that almost three times as many women as men believe they had been discriminated against in hiring or when seeking promotion.
Newman's hypothesis is supported by a 1997 study of high school students by McWhirter (1997).  Her study found that female high school juniors and seniors perceived enough barriers to education and career advancement to affect their decisions on career choices.
The Human Capital and the Sociopsychological Models are the basis for the first and second hypothesis.  Women who perceive insurmountable barriers to a career path will not invest heavily in education or work experience, instead they direct their efforts into the lower paying fields offering minimal opportunity for advancement.  Conversely, women who have invested heavily in education assumed they would receive salary and promotion opportunities commensurate with their investment.  As women progress through their careers they will become aware of barriers to equal promotion as well as to the salary opportunities of their white male colleagues.  
After age and education, the remaining variables to test are the impact of job and occupational tenure on women's perceptions.  This is a difficult analysis to make since an inordinate amount of literature identifies occupation, age and education as the variables of concerns.  Work history data were not available.  Women's earnings peak at earlier ages and in fewer years in most occupations (Mellor, 1984), while men, on average, had more years of work experience and more seniority than women in individual occupations.  This finding suggests that men have more power, both perceived and real, within an organization.  The resulting hypothesis is that the longer a woman is employed, both in a field and occupation, her perception of barriers will increase due to the limited power she acquires.
PERCEPTIONS OF MENTORING:  The increasing number of women seeking management positions in organizations is making mentoring relationships critical for upward mobility.  The importance of mentoring is seen as a direct result of the nation's labor force make-up (Blau and Ferber, 1987).  Although mentoring relationships may be particularly critical for the advancement of women in organizations, women may be less likely than men to pursue and develop these relationships (Nieva and Gutek, 1981).  In terms of operating in business and corporate settings, women's perceptions of these developmental relationships can enrich both the mentor and the protegee in the area of career achievement, advancement, and personal growth.
Kram (1985) defines mentoring in the following way: deriving from Greek mythology, the name implies a relationship between a young adult and an older more experienced adult that helps the younger member learn to navigate in the adult world and the world of work (p.2).  This definition recognizes the importance of acquiring a sponsor, not unlike numerous other researchers who have also identified the importance of mentors to female employees (Graddick, 1984; Keown and Keown, 1982; Collins, 1983).

In mentoring relationships, the mentor may provide his or her protégé with approval, prestige, and backing (Kram, 1985) enabling the protégé to benefit from opportunities, which would otherwise be unavailable.  Mentors may also buffer women from positions (Ragins, 1989).  The development of these relationships affects organizations in that they require direct attention to determine the objectives of mentoring, to define its subsequent effectiveness, and to evaluate the process in obtaining a mentor.  Factors which may inhibit the selection of females as proteges may include: a) a perception of greater risk due to rarity and higher visibility for female proteges (Ragins, 1989), b) a relaxed feeling when communicating with someone of the same sex, and c) perceptions that resentful co-workers may interpret the mentoring relationship as sexual in nature leading to office gossip, slander or unfounded rumors (Noe, 1988).  In either explanation, women would be expected to perceive the mentoring process as less than equal to their male colleagues.

PERCEPTIONS OF SEXUAL HARASSMENT:  Sexual harassment has been a recurring problem for working women for many years.  First recognized as a social issue in the mid 1970s, sexual harassment is a form of occupational discrimination against women, and occasionally men  (Sheffey and Tindale, 1992).  Large-scale surveys of working women suggest that approximately one of every two women will be harassed at some point during her academic or working life (Fitzgerald, 1993).
The Equal Employment Opportunity Commission defines sexual harassment as unwelcome sexual advances, requests for sexual favors, and other verbal or physical conduct of a sexual manner.  Although women have been an integral part of the workforce for over 20 years, the number of Equal Employment Opportunity Commission (EEOC) complaints increased from 3,661 in 1981 to 5,557 in 1990 (Clark, Cooper and Griffen, 1991).
The Equal Employment Opportunity Commission (EEOC), in 1980, issued specific guidelines on sexual harassment as unwelcome sexual advances, requests for sexual favors, and other verbal or physical conduct of a sexual nature that takes place under any of the following circumstances:
(1) when submission to the sexual advance is a condition of keeping or getting a job, whether expressed in implicit or explicit terms.
(2) when a supervisor or boss makes  personnel decisions based on an  employee’s submission on or rejection of sexual advances. 
(3) when conduct unreasonably interferes with a person’s work performance or creates an intimidating, hostile, or offensive work environment (Sheffey and Tindale, 1992).
Sexual harassment is based on an individual’s perception of another person’s behavior.  While one person may perceive a certain behavior as sexually harassing, another person may view it differently (Terpstra and Baker, 1986). 
In late 1980, the United States Merit Systems Protection Board directed the first broad-scale study of sexual harassment within the federal government.  In 1986, the board conducted a follow-up study to determine the changes, if any, that had occurred from the time since the first study.  Both studies found that women, who are single or divorced, between the ages of 20 and 40, have some college education and have a nontraditional job have the greatest chance of being sexually harassed.  Lafontaine and Tredeau (1986) found that women who were younger, never married, or divorced were more likely to sexually harassed. It was hypothesized (Terpstra and Cooke, 1995) that educated women, in comparison to educated men and noneducated women would perceive more situations to qualify as sexual harassment.  They argued that more years of education would lead a woman to be less tolerant of poor treatment and more aware of sexual harassment.
Gutek and Morasch (1982) indicated that women in nontraditional jobs would report a higher frequency of sexual harassment at work than women in traditional job types.  Women in nontraditional jobs report more incidents of sexual harassment as compared with women in more traditional jobs (Sheffey and Tindale, 1992: Pryor and Day, 1988).
HYPOTHESES:  The following hypotheses were tested in this study: 

H1.
Female perception of barriers to equal opportunities for promotions and salaries are decreased by education level.
H2
Female perceptions of barriers to salary and promotion opportunities increase with age.
H3.
Women's perceptions of barriers to equal salary and promotion opportunities increase with job and occupational tenure.
H4.
The female mentoring process is not perceived as the same as males.
H5
Perceptions of declining sexual harassment increase with age.
SURVEY, PROCEDURE AND DESIGN:  Surveys were mailed to 363 female members of the two Chambers of Commerce in Florida.  The survey was designed to ascertain how women perceived promotions, salaries, mentoring process, and sexual harassment in the workplace.  Age, education, time in current company, and time in current position were then compared with respondents` perceptions of promotions, salaries, mentoring process, and sexual harassment.  Education was divided into nine categories: high school, one year of college, two years of college, Associate degree, three years of college, four years of college, Bachelor’s degree, Master’s degree, and Doctorate or beyond.  Of the 363 questionnaires disseminated, 267 were returned, for a 73% return rate.   Of these 26 were not usable since they did not contain complete data.

Analysis and Results:  A stepwise multiple regression method was applied to all the variables.  The independent variables of age, position time, company time and education level were regressed on each of the questions as dependent variables.  All five dependent variables (Questions 1-5) had insignificant regression equations.  When examined individually, there were significant correlations between specific questions.  Table 1 presents the correlation matrix for all explanatory variables and questions 1-5.  Each dependent variable (Questions 1-5) was examined to determine distribution consistency.  All dependent variable responses were categorized as less than 3 = -1, greater than 3 = +1 and 3.  Minus one (-1) is considered as agree, plus one (+1) is considered a disagree.  Three (3) is considered as no opinion or as a neutral score.
Table 1

Correlation Matrix of Explanatory Variables and Questions 1-5

                                
COMP   POS
                      AGE     TM       TM       ED      Q1       Q2       Q3      Q4     Q5
AGE
1.00









COMP TM
0.52
1.00








POS TM
0.49
0.72
1.00







ED LEVEL
0.09
-0.01
0.01
1.00






Q1-PROM
-0.02   
0.00
-0.08
0.14
1.00





Q2-SALARY
-0.09
-0.06
-0.12
0.04
0.64
1.00




Q3-MENTOR
0.07
 0.00
-0.04
0.15
0.44
0.45
1.00



Q4-SHWORK
-0.16
-0.10
-0.12
0.06
0.19
0.13
0.25
1.00


Q5-SHCAREER
-0.11
-0.02
-0.08
0.02
0.16
0.15
0.29
0.77
1.00

P>.15 sig .01










Table 2 presents the percent agreement or disagreement, Z- score, probability values and significance for questions 1-5.
Table 2

Percent agreement Z-score probability values and significance questions 1-5.
Question topic
Agree
Disagree
No Opinion
z-value
p-value
sig

Promotion Opportunities
56% (135)
37% (89)
7% (17)
3.07
0.002
*

Salaries equal/better
39% (93)
49% (118)
12% (30)
1.72
0.063


Same mentoring process
42% (102)
41% (100)
16% (39)
0.14
0.888


SH declined in workplace
48% (115)
34% (82)
18% (44)
2.35
0.018
*

SH declined in career field
33% (79)
43% (103)
25% (59)
1.77
0.075


*significant Z>1.96 2 tail test

Summary statistics for each explanatory variable is shown is table 3.

Table 3
Mean, Standard Deviation, Maximum, Minimum for Explanatory Variables

                                               
Mean           S.D.         Maximum             Minimum

 Age                                                   
 44.5
6.9
     68
        18

Time in current position
  6.9
5.8
     33
          1

Time with company
  9.6
7.6
     38
          1

 Education level*
  4.9
2.8
     12
          0

*Non high school graduate=0
  PhD=12
TABLE 4

Multiple Regression Results Question 1-5

Promotion
Regression
    Output



Constant

2.5904347



Std Err of Y Est

1.2280521



  R Squared

0.0343003



No. of Observations

241



Degree of Freedom

236









XCoefficient(s)
-0.00257
0.0226305
-0.036358
0.0636293

Std Err of Coef.
0.0098177
0.0156339
0.0198751
0.0286649







Salary
Regression
    Output



Constant

3.5354287



Std Err of Y Est

1.2080778



  R Squared

0.0197243



No. of Observations

241



Degree of Freedom

236









XCoefficient(s)
-0.00886
0.0118622
-0.027926
0.0211657

Std Err of Coef.
0.009658
0.0153796
0.0195519
0.0281987







Mentoring
Regression
Output



Constant

2.2823889



Std Err of Y Est

1.1810795



  R Squared

0.0317415



No. of Observations

241



Degree of Freedom

236









XCoefficient(s)
0.0117201
0.0038244
-0.020501
0.0611236

Std Err of Coef.
0.0094422
0.0150359
0.0191149
0.0275685

SH- Work
Regression
Output



Constant

3.4799093



Std Err of Y Est

1.096702



  R Squared

0.032283



No. of Observations

241



Degree of Freedom

236









XCoefficient(s)
-0.016415
0.0038929
-0.012632
0.0298096

Std Err of Coef.
0.0087676
0.0139617
0.0177493
0.025599







SH- Career
Regression
Output



Constant

3.6279164



Std Err of Y Est

1.0690355



  R Squared

0.0199332



No. of Observations

241



Degree of Freedom

236









XCoefficient(s)
-0.013582
0.0166876
-0.019351
0.0118065

Std Err of Coef.
0.0085464
0.0136095
0.0173016
0.0249532

Chi-Square Tests were performed for all 5 questions.  While the stepwise multiple regression equations were insignificant for age, position, time, and educational level, there was a significant difference in each of the questions when a Chi-Square test was performed (Tables 5-9).  The chi-square values, especially for questions 1-4, indicate diverse bi-modal responses to the questions.  This would indicate that there is significant division on the question of promotion opportunity, salaries, mentoring, and sexual harassment, but not in the areas of age, position time, company time, and education level.
For significance, the chi-square value, with two degrees of freedom and a significance level of a=.05 would have to equal or exceed 5.991.  All of the five statements exceeded this value.  In statement one, the one dimensional chi-square value 88.06 revealed a significant difference within the survey population.  Of the 241 respondents, 135 agreed that men had equal or better promotion opportunities, but 89 disagreed with the statement.  The significant disagreement among the survey respondents, as with all of the statements, cannot be attributed to age, promotion and tenure, company time or educational level.
Table 5
Chi-Square Test for Question 1
CATEGORY
CASES OBSERVED
EXPECTED 
RESIDUAL

-1.00
135
80.33
54.67

1.00
89
80.33
8.67

3.00
17
80.33
-63.33

TOTAL
241



Chi-Square=88.0664
df=2
Similar results were found in statement two, with a chi-square value of 51.19.  Of the 271 respondents, 93 perceived that the salary of women in their career field was equal to or better than that of men, while 118 disagreed.
Table 6
Chi-Square Test for Question 2
CATEGORY
CASES OBSERVED
EXPECTED 
RESIDUAL

-1.00
93
80.33
12.67

1.00
118
80.33
37.67

3.00
30
80.33
-50.33

TOTAL
241



Chi-Square=51.1950
df=2
In statement three, the chi-square value of 31.92 revealed significant disagreement on the question of whether men were afforded the same mentoring process as women.  Of the respondents, 102 perceived that women are offered the same mentoring opportunities, compared to 100 who perceived that the same opportunities were not provided.
   Table 7
Chi-Square Test for Question 3
CATEGORY
CASES OBSERVED
EXPECTED 
RESIDUAL

-1.00
102
80.33
12.67

1.00
100
80.33
19.67

3.00
39
80.33
-41.33

TOTAL
241



Chi-Square=31.9253
df=2
Statements four and five addressed the existence of sexual harassment.  Statement four, addressing sexual harassment in the workplace, had a chi-square value of 31.42.  One hundred and fifteen of the respondents felt that sexual harassment was no longer a factor in the workplace, compared to 82 who disagreed with that assumption.  Question five, with a chi-square value of 12.08, revealed the least difference of all of the five questions.  A large number of respondents, 24%, expressed no opinion to the statement.  Seventy-nine of the respondents agreed with the statement that sexual harassment no longer impacts their career field, compared to 103 who did not agree that sexual harassment was no longer an issue in their career field.
Table 8
Chi-Square Test for Question 4
CATEGORY
CASES OBSERVED
EXPECTED 
RESIDUAL

-1.00
115
80.33
34.67

1.00
82
80.33
1.67

3.00
44
80.33
-36.33

TOTAL
 241



Chi-Square=31.4274
df=2
Table 9
Chi-Square Test for Question 5
CATEGORY
CASES OBSERVED
EXPECTED 
RESIDUAL

-1.00
79
80.33
-1.33

1.00
103
80.33
22.67

3.00
59
80.33
-21.33

TOTAL
 241



Chi-Square=12.0830
df=2
DISCUSSION AND RECOMMENDATIONS:  Two of the five questions were significant in this study.  First, women agree they have equal or better promotional opportunities when compared to men.  Since women’s salaries have still not reached parity with men’s salaries researchers have cause to find out why this difference exists.  Second, women agree that sexual harassment has declined enough that it no longer impacts the workplace.  This is certainly encouraging, but a far cry from signaling the end of harassing behaviors.  Although not significant, there were strong trends that suggest these women believe that salaries are not keeping up with promotional opportunities and that where sexual harassment may have declined in the workplace, it is still very evident in the career field.
Why these workplace and career field differences occur is not clear.  Age, education level and time with a company were not related to the women's responses. It was thought that these variables alone, or in combination, would have influenced the responses one way or another.  The multiple regression results indicate otherwise.  In fact, the highest coefficient of determination was less than 4 percent.  This indicates that better than 96 percent of the questionnaire responses had nothing to do with the explanatory variables.  This outcome is somewhat disconcerting considering the face validity of these variables.
 
To determine if and where a significant division exists, future research could focus on the specific occupation of the respondent, the organization/company where she is employed, and the location of the organization.  Many of the women in this study owned their own businesses; others were CEOs or were responsible for managing small businesses.   Thus, other variables such as work history, skills and type of degree (e.g. engineering versus education), could also be considered for future study.  
. 
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A TYPOLOGY OF THREE LEVELS OF DIVERSITY
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Gary L. Whaley
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ABSTRACT: This project presents a typology for classifying different types of diversity variables.  Using the dimensions of  “observability” and “measurability”, a four-cell classification scheme is created and three levels of diversity variables are identified:  surface, working, and deep-level.  The nature of the relationship between the three levels of diversity is discussed.
INTRODUCTION: 
Although researchers’ interest in workforce diversity has spanned some thirty years in the literature, employers’ interest was largely dictated by the federal government.  The passage of the 1964 Civil Rights Act, however, provided the stimulus for a general interest awaking among employers in the demographic composition of an organization’s membership.  Specifically, Title VII prohibited employers from intentionally using race, skin color, age, gender, religious beliefs or national origin as the basis for making decisions regarding employment, promotions, dismissals and other job related issues (Hunt, 1984, 59-66).  Additional  federal equal employment opportunity laws such as the 1967 Age Discrimination in Employment Act, the 1973 Vocational Rehabilitation Act, and the 1972 Vietnam Era Veterans Readjustment Assistance Act further served to sensitize employers to the issue of workforce composition—even though employers’ primary emphasis continued to focus on protecting themselves against charges of discrimination.  In most cases, the Equal Employment Opportunity Commission and the requirements for affirmative action plans and goals necessitated the measurement of the race/ethnicity and gender mix of the organizational membership.  

More recently, since the 1980's, interest in diversity has moved beyond efforts to demonstrate compliance to state and federal laws regarding discrimination.  Interest in diversity is shifting from being a measure of integration in the workforce to being an important organizational characteristic linked to such organizational issues as member satisfaction (e.g., Verkuyten et al., 1994; and Meglino, et al., 1989), turnover (e.g., Jackson, et al., 1991; and Tsui, et al., 1992), creativity (e.g., Watson et al., 1993;  and Bantel & Jackson, 1989), and productivity (e.g., Judge & Ferris, 1993; and Ancona & Caldwell, 1992). As researchers’ interests in diversity heightened during this time period, investigators began to utilize a much wider, more general perspective of diversity, consistent with the dictionary definition of diversity which is “the condition of being different...(or) an instance or a point of difference” (Mish, 1984, 369). 

*Research project partially funded by a grant from the Defense Equal Opportunity Management Institute and the Department of Defense.


Review of the management literature by Milliken and Martins (1996) demonstrates this expanded operationalization of the diversity concept.   Milliken and Martins identified twelve dimensions of diversity.  Their review included studies that focused on the traditional demographic measures of diversity:  race/ethnic background, nationality, gender,  and age.  Additionally, their review included studies examining diversity in personality and values, educational background,  functional background, occupational background, industry experience,  organizational membership,  organizational tenure,  and group tenure.


To organize their thinking about the types of diversity, Milliken and Martins suggested a typology of diversity dimensions: “observable” and “less observable” (Milliken and Martins, 1996, 403).  “Observable” attributes of diversity included such characteristics as race, ethnic background, age, or gender.  “Less observable” attributes included such characteristics as education, technical abilities, functional background, tenure in the system, social economic background, personality characteristics, or values.
              Milliken and Martins (1996, 404) argue that the distinction between “observable” and “less observable” diversity characteristics is useful because of the different group dynamics the different variables evoke in an organizational setting.  “Observable”, or visible, characteristics of diversity are particularly likely to stimulate responses that are the direct result of personal biases, prejudices, or stereotypes.  These  characteristics, of course, are important elements in the study of group dynamics.  The “less observable” characteristics of diversity tend to influence a different set of group dynamics.  Milliken and Martins believe that diversity in educational backgrounds, job experiences, and skills, for example, create different underlying schema, or conscious and unconscious preconceptions and beliefs, that organize one’s thinking about a problem.


A second review of the management literature by Harrison, Price, and Bell (1998), resulted in a similar typology for measures of diversity.  They posit a distinction between “surface-level diversity” and “deep-level diversity.”  The “surface-level” was defined as “differences among group members in overt, biological characteristics that are typically reflected in physical features” (Harrison, et al., 1998,  97).  This category includes much the same demographic variables that Milliken and Martins had categorized as observable, i.e., race/ethnicity, gender, and age.  The “deep-level” characteristics of diversity, which they did not define, included such factors as attitudes, beliefs and values (Harrison, et al., 1998,  98), somewhat different from Milliken and Martins’ “less observable” category. 

Harrison, et al., argue that past researchers’ interest in the “surface-level” diversity characteristics was due to the widespread belief that these characteristics are reasonable, easily assessed proxies for underlying psychological characteristics, which are considerably more difficult to assess (Harrison, et al., 1998, 96).  Perhaps a rethinking of Harrison, Price and Bell’s classification scheme may help reconcile the differences between their typology and that of Milliken and Martins, as well as provide unity between the  two models of classification of diversity dimensions.

PROBLEM AND PURPOSE: The problem of this research was to examine the concept of diversity and develop a comprehensive and practical operationalization of the concept, utilizing Milliken and Martins’ dimensions-typology of diversity and Harrison, Price, and Bell’s typology of diversity–to propose a theoretical diversity model.   It is the purpose of this research effort to provide the practitioner and researcher a  schema with which to organize and better understand the diverse body of research currently being developed on the topic of diversity.  Because the concept of diversity has grown from the comparatively simple explanation of differences in race/ethnicity and gender to include culturally based values and attitudes; and, because these diversity variables can impact everything from an organization’s affirmative action goals to individual and group performance related behaviors, a more complete and comprehensive understanding of diversity is necessary for practical application of the growing body of knowledge of this topic. 

A GENERAL TYPOLOGY FOR DIVERSITY: 0These authors suggest that the theme not fully expressed in Harrison, et al.’s, method of classification of diversity is the ease of measurement of the variable itself.  What Harrison, et al., referred to as “surface-level” characteristics are those they describe as most easily measured and validated, i.e., race, gender and age.  Variables they classified as “deep-level” are those less easily measured and validated, i.e., attitudes, beliefs and values.  Thus, their categorization scheme may be redefined as a single dimension (measurability) with two categories—“easily measured” and “less easily measured”.

If the Harrison, et al.’s, classification method can withstand the slight augmentation suggested here, then their measurability dimension can be integrated with the “observability” dimension of Milliken and Martin’s.  The horizontal axis, presented in FIGURE 1 below, represents Milliken and Martins’ “observability” dimension--divided into two categories:  “easily observable” and “less easily observable”.  The vertical axis represents Harrison, et al.’s, “measurability” classification dimension, also divided into two categories:  “easily measured” and “less easily measured.”  The result is a four-cell classification scheme for diversity variables.  

Cell 1 contains variables that are “easily observable” and “easily measured.”  The traditional measures of diversity such as race, gender, age, and physical disabilities, for example, lie within this cell.  These factors are generally apparent from simple observation.  They can also be readily measured in highly reliable and valid ways, typically with a simple survey form.  

Cell 2 identifies variables that are “less easily observable” but “easily measured.”  Within this cell lie the variables religion, national origin, education, job related experience, marital status, organizational membership, political affiliation, and  socio-economic status.  These are aspects of diversity  that  are not readily apparent when first meeting an individual or a group.  They are, however,  easily measured via a job application, a survey, or a poll.  Milliken and Martins also assembled personality characteristics and values, using their single dimension of “observability”.   Albeit, the classification method suggested  places these very different variables into a separate category (“less easily measured”  and “less easily observed” ).        


Cell 3 contains variables that are classified as “easily  observable” and  “less easily measured.”  Included within this cell are the behavioral variables such as task-related behaviors, enacted roles within a group, and individual skills.  Although on-the-job behavior of employees is readily “observable,”  it is not easy to obtain valid assessments of the quantity and quality of work, reliability of work, or the variability of effort level.   Nor is it easy to assess quantitatively the different roles 
employees fulfill within a task group or what behaviors are specifically serving what 
FIGURE 1 
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 roles.  Valid and reliable measures of these variables are difficult and time consuming to devise and administer.


Cell 3 represents a class of diversity variables which have not here-to-fore been considered in the diversity literature.   However, the literature on “teams” contains a great deal of information on the concept  of roles within work groups.  An obvious analogy is that of a basketball team.   A coach must  assess each player’s special strengths and make him or her responsible for specific roles within the team.  For instance, there must be individuals assigned to the role as ball handler, the re-bounder, the 3-point specialists, and the power scorers for a team to be successful.  Everyone cannot perform all tasks.  Rather, individuals must perform certain tasks that are, ideally, consistent with their unique experiences and skills.  Successful work groups must have persons to fulfill specialized roles based on their skills and preferences.


Cell 4 delineates variables that are also “less observable” and “less easily measured.”  Within this cell lie the diversity variables Harrison, et al., have labeled “deep-level” diversity, i.e., attitudes, beliefs and values, as well as personality characteristics and values that  Milliken and Martins had simply labeled as “less observable”.  These characteristics are not directly observable, although individuals do observe the behavior of others and, via an attribution process, make inferences pertaining to attitudes, values and personality characteristics an individual may possess.  Once again, though,  reliable and valid measures of these characteristics are difficult to create.
THREE LEVELS OF DIVERSITY: The value of the classification scheme discussed above and summarized in FIGURE 1 may be used as a heuristic devise to assist researchers and practitioners in contemplating the impact of diversity on the dynamics of a work group.  For example, Cell 1, defines a set of diversity variables that are referred to here as “Level  I” diversity variables.  Level I variables are “surface-level” variables which pertain most directly to questions of equal opportunity, affirmative action and equity within a system across various demographic or minority groups.  “Surface-level” variables have not, however, been found to be useful in the study of predictors of work group outcomes.  When this level of diversity variables are examined for relationships with such outcome variables as performance ratings, organizational commitment or turnover, for example, the findings are inconsistent within and across studies (Harrison, et al., 1998:  97; and Pulakos, et al., 1989:  770-771).

Cells 2 and 3 contain many of the skill-based and role set diversity variables that have been shown to be most closely related to such group processes and outcomes as group performance, turnover and creativity (Milliken and Martins, 1996:  409-414).  These two cells comprise the variables which will be referred to here as Level II, “working level” diversity variables because they focus on the different types of skills, experiences, knowledge, and roles sets individuals bring to a work group.

Cell 4 contains those diversity variables that are characterized here as “Level III” “deep level,” which includes differences among members’ attitudes, beliefs, and values.  Harrison, et al., (1998:  98) report finding few studies that have examined these diversity variables.  Those studies that were reviewed demonstrated “Level III” diversity variables to be associated with group cohesiveness, performance, group processes and turnover.

Comprehending the systemic nature of these three levels of diversity and their relationship to one another is essential to understanding the important dynamics of the impact of diversity on work group performance.  Elsass and Graves (1997) have posited a general model of cognitive and behavioral processes that help in discerning  these dynamics.  Drawing from the social identity theory (Ashforth and Meal, 1989), Elsass and Graves explain how members of a newly formed group categorize one another based on each individual’s salient features such as race, ethnicity, and/or gender,  “Level I” diversity variables.  The category to which one is assigned is based upon members’ prototypes of various racial, ethnic and/or gender groups (Lord and Foti, 1986) and is influenced by a number of different contextual factors.  These contextual factors can include such particular racial, ethnic or gender groups being associated with certain tasks within an organization (Deaux & Major, 1987); if job functions or levels are linked to specific groups within an organization (Brewer & Miller, 1987;  Wharton, 1992); or, the relative smallness of the representation  of a particular demographic group within an organization (Kanter, 1977; Taylor & Fiske, 1978;  Wharton, 1992).  The categorization process utilizing “Level I” diversity variables results in members of a group developing  role set expectations and status judgments for themselves and the other members of the group (“Level II” diversity variables).  The categorization process utilizing “Level I” diversity variables also result in a set of  judgments and attitudes (“Level  III” diversity variables)  towards an identifiable demographic group.    Thus, Elsass & Graves (1997:  948-950) demonstrate how “Level I” variables influence a work group’s perceptions of the membership’s “Level II” and “Level  III” diversity characteristics.  

The interdependent nature of these diversity variables is also suggested in other social-psychological theories.   Social role theory recognizes that different individuals within a group may be expected to perform different roles based on gender  (Eagly, 1987; and Eagly, Makhijani & Klonsky, 1992), thus linking “Level I” and “Level II” diversity variables.  Additionally, as explained in Heider’s  (1958)  attribution theory, individuals construct either internal or external attributions from the observed behaviors of others.  Heider points out that there is a natural tendency to make an internal attribution pertaining to another’s attitudes, character or personality, based on observed behaviors (Heider, 1958; Jones, 1990).  Thus, behavior patterns, those enacted, expected and perceived , “Level II,” are linked to group members’ perceptions of others’ personal goals, personality and attitudes,  “Level III.”
SUMMARY:
The most significant contribution this paper makes lies in the development of the typology for diversity variables and in the identification of the three levels of diversity: surface, working, and deep level.  Understanding the cross-level influence that these groups of diversity variables can have on one another and the impact they have on a number of other performance related criteria is crucial to effective management of diversity within a system.  Without proper management of diversity, its potentially negative consequences can and will outweigh the positive.
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IN E-COMMERCE WE TRUST: OR DO WE?
Kent E. Curran
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The University of North Carolina at Charlotte
ABSTRACT: This paper examines three prevalent Internet practices that seem to be undermining consumer trust in electronic commerce. These practices include the blurring of the distinction between advertising and editorial content, the disregard for the privacy concerns of Internet users, and the perpetration of on-line fraud. Further, the paper examines the potential avenues for reform and the reaffirmation of consumer trust. Government regulation, disclosure and self governance, and the development of “gated communities” in cyberspace are among the considered options. Strategic implications for general managers interested in conducting electronic commerce are presented.

INTRODUCTION: The Internet was originally built as a system for information exchange. Early transmissions took place between government and educational researchers who were interested in sharing their scientific discoveries. Trust and honesty were assumed virtues accepted by a community of like-minded scientists. The rules required to participate in this information flow were rarely written down because they were easily observable in the actual operations of the network. Just as the early automobile drivers developed a set of “rules of the road,” so too did the Internet pioneers develop norms of behavior.


For almost twenty years (i.e. mid 1960s through mid 1980s), the academic and government communities flourished on the Internet. In the late 1980s and early 1990s, however, the complexion of the Internet changed. No longer was it made up of a singularly oriented group of researchers who had little desire to profit monetarily from their on-line activities.
The Internet and, more specifically, the World Wide Web (WWW) was being transformed from a system of information exchange to a platform for information dissemination, entertainment, and commerce. This privatization of the Net began with the emergence of commercial service providers in 1989 and continued when the Internet was opened to commercial ventures in 1990. Growth of the World Wide Web has been exponential since these initial commercial incursions - to the point that estimates place the number of US households connected to the Web at 35 million and the number of US commercial sites at 3.4 million.


The increased “hoards” of new users who are accessing the Net have little familiarity with the specific protocols and rules that were understood by the early pioneers. Several authors have used the metaphor of the Wild West to describe the present state of the World Wide Web (Spar & Bussgang, 1996;  Sellers, 1999). These individuals view the Web as raw, unexplored territory full of lawlessness and lack of control with highway bandits who are subject to only the roughest kind of vigilante justice.


If the Wild West analogy is valid, the Internet has morphed into the antithesis of its trustworthy genesis. Unfortunately, there are numerous examples that support the analogy. The paucity of established rules on the Net is a critical impediment to the success of electronic commerce. Without the order created by rules, trust and honesty cannot be developed and commerce cannot be successfully conducted. Recognition of the negative impact of a lawless Net has not escaped the attention of serious “Netizens” and government agencies. For example, in testimony before the House Consumer Protection Subcommittee, Federal Trade Commission officials have testified that electronic retail sales could expand from $2.6 billion in 1996 to $220 billion in 2001 – but only if consumers feel confident that the internet is a safe place from fraud.
UNDERMINING CONSUMER TRUST: Three prevalent Internet practices seem to be undermining consumer trust in electronic commerce. These practices include the blurring of the distinction between advertising and editorial content, the disregard for the privacy concerns of Internet users, and the perpetration of on-line fraud.

Advertising versus editorial content. Many individuals consider the most important function of the WWW to be the dissemination of information. The value of this information, however, depends on its neutrality. Simply put, accurate and honest information is necessary if one is going to be able to make good decisions. Neutral information has the intrinsic value of credibility. Well respected newspapers, for example, have a tradition of building a wall between editorial content and advertising. This separation between “church and state” provides a sense of security for the reader trying to make an informed decision. If readers were to discover that editorial content was for sale, they would quit trusting the publication.

In contrast to the strong separation of content and advertising developed by the more respected names in the world of print journalism, the WWW is riddled with examples of questionable editorial practices. The lure of economic gain seems to have blurred the distinction between content and advertising. Some Internet news organizations now earn transaction fees from product sales that originate from their WWW site. Thus, these organizations have a direct economic incentive to provide a positive review of, for example, a book or a piece of computer equipment. This type of economic pressure does not exist when publishers or computer makers are limited to buying fixed rate newspaper or magazine advertisements. A further example is offered by the Forbes WWW site. Forbes.com displays Microsoft Corporation infomercials that can easily be interpreted as having been written by staff writers. This practice is confusing to the site visitor and seems to violate the spirit of a long-standing American Society of Magazine Editors (ASME) rule prohibiting advertisements with “an editorial appearance.” (France, 1999)

News organization Web sites are not the only ones that push the line between editorial integrity and advertising. Even one of the well respected pioneers of the e-commerce explosion, Amazon.com, has been cited for questionable practices that chip away at the perception of neutral and credible information. In early 1999, it was discovered that Amazon.com was involved in a practice called the cooperative advertising program. Through this program, book publishers were able to obtain favorable treatment for their titles for a fee. For example, for a fee of up to $5,000, a publisher could promote a children’s title. The fee would allow for coverage of the book in the “Destined for Greatness” slot on a Web page devoted to best sellers or a top position in Amazon’s Kids Superstore home page. For a popular adult book, a “Tier 1” premium package cost as much as $10,000. For this level of consideration, the publisher received, among other things, an author profile, feature coverage in the “Destined for Greatness” category, and an announcement on the home page touting the book’s on-sale date (Carvajal, 1999).

When Amazon.com’s customers became aware of this practice, they were horrified to think that ostensibly independent staff recommendations on books may have in fact been disguised advertising. Suddenly, the company seemed untrustworthy. To their credit, Amazon.com reacted quickly to customer dissatisfaction with offers of refunds for all books it had recommended. The company also promised to tell customers when a publisher pays for prominent display on the company Web site (Italie, 1999).

A final example of the questionable integrity of Web based sites can be seen by examining search sites. Search results are sold and most people outside the industry are unaware of the practice. Advertisers can buy “key words” which means that their site link will be at the top of the list when the search results are returned (Hansell and Harmon, 1999). Sellers (1999) provides an example of one office supply company that contacted a number of search sites buying up words such as “desks” and “file cabinets.” Ownership of such words can in theory be held in perpetuity since part of the contract gives present owners first option rights when a contract expires.

Search engines can return thousands of links. Research has shown, however, that few people go beyond the first ten or twenty returns on the list of results. Therefore, it is often the case that a searcher would have to go ten to twenty returns deep to find a neutral entry that had not been purchased by a paying customer of the search site. Such practices when exposed to the typical surfer will certainly call into question the trustworthiness and credibility of the search results.

Disregard for privacy. A second issue impacting the level of trust placed in Internet commerce is privacy. Privacy is the number one consumer issue facing the Internet. It ranks ahead of such issues as ease of use, spam, security, and cost (Benassi, 1999). What concerns users is the unprecedented opportunities that the WWW provides to gather, share, or sell personal information about millions of people. Netizens (Internet users) can foresee a sharp erosion of privacy as financial records, medical histories, or buying habits get dispersed through cyberspace. Also of concern is the ability to know what information has been collected and the ability of an individual to challenge the accuracy of such information.

According to the Federal Trade Commission (FTC) 87% of the retail sites on the Internet collect personal, consumer information (Information, 1999). That information is collected in several different ways. Many sites require that the surfer complete “registration pages” to be allowed to access the full content of the site. Also, information can be collected through the use of surveys or on-line contests, as well as by using “cookies.” (Cookies are electronic markers that are stored on the consumer’s own computer that record the path that is taken through a site.) Guin, Himelstein, Hof, and Kunii (1999) describe how the Web portal Yahoo! collects some 400 billion bytes of information everyday about where visitors click on the site. (This massive amount of data is equivalent to a library containing 800,000 books.) Yahoo! hopes to determine what adds and products appeal most to visitors so that it can charge higher advertising rates and gain more e-commerce sales.

Massingill (1999) provides an example of how “cookies” are used to track information that is then sold to advertisers. A female computer programmer and computer skills teacher used her home computer for work and personal purposes. One evening she visited three health and diet sites and completed an on-line survey for a health magazine. The magazine’s posted privacy policy said it did not sell or share information. However, in less than three weeks, she received direct mail advertisements for exercise equipment and several diet programs. The programmer speculated that her bombardment of advertisements probably started with a “cookie” that followed her movements on the computer during the evening in question.

On-line fraud. A third and final practice which can have a serious impact on consumer trust of Internet commerce is fraud. The “Wild West” analogy of the Web is perhaps best illustrated in this category. Many of the oldest business scams are now making a comeback on the World Wide Web. The Internet has made it easy and inexpensive for fraudulent operators to reach people world wide. Web sites, chat rooms, email, and newsgroups are all available means of perpetrating fraud. The Internet Fraud Watch, a consumer protection organization, says that the most relevant Internet scams involve Web auctions, Internet-service scams, sales of merchandise that is misrepresented or not delivered, pyramid schemes, business opportunities and franchises, work-at-home plans, credit card issuing, and prizes and sweepstakes.

Examples of fraudulent activity abound. In December of 1998, one of the most widely known online auction houses, eBay Inc., suspended a user who was under investigation for taking more than $30,000 from purchasers of auction items. The individual had not delivered any of the goods. In the fall of 1998, the U.S. Securities and Exchange Commission filed charges against more than forty defendants who allegedly were being paid by companies to tout their stock over the Internet (McCollum, 1999). The New York Times (Teenager, 1999) published a story of a Long Island, NY, teenager who had defrauded victims nation wide of more than $50,000 between August and October of 1999. The teen’s scheme was far from sophisticated. He sent email to unsuccessful bidders on the eBay software auction site, offered them discount software, collected their $20-$50, and never sent anything.

Though the previously mentioned examples of fraud have received some notoriety, regulators indicate that the most devastating fraud for ordinary people has been the long running epidemic of small stock scams (Browning, 1999). An example of this type of fraud can be seen by examining the case of a company called Systems of Excellence, Inc. (James, 1998). The company traded on the NASDAQ under the symbol SEXI. If one had logged onto the Internet in early 1996, the company was receiving a lot of “buzz” in discussion groups. Postings claimed SEXI had the most efficient, cost effective video conferencing software/hardware on the market. Suggestions were that it outperformed products from companies such as Intel Corporation and Sun Microsystems Inc. The stock was also highly recommended by an online investor’s newsletter called SGA Goldstar Whisper Stock.

The interesting aspect of the SEXI case was that the company didn’t have a salable product. Securities and Exchange Commission documents indicated that the former Systems of Excellence chairman, Charles Huttoe had been allegedly issuing bogus press releases to encourage a positive impression of the company. It was also alleged that Huttoe gave SEXI stock to Theodore Melcher, publisher of SGA Goldstar Whisper Stock, in return for positive press  for SEXI. The SEXI stock rose on the basis of the bogus reviews and press releases. Eventually the stock dropped from a June, 1996, high of $4.70 to about a penny a share in April, 1997. Many small investors lost everything they had put into the company. In November, 1996, Huttoe pleaded guilty to money laundering and violation of securities laws and received a forty six month prison sentence. Milcher pleaded guilty to stock fraud and was sentenced to a year in prison and fined $20,000  by a federal judge in September, 1997.

The SEXI example shows how an age old fraud scheme known as the “pump and dump” routine has successfully jumped from rooms filled with telemarketers to cyberspace. Traditional “pump and dump” operations used “boiler rooms” filled with telemarketers who used high pressure tactics to get small investors to buy questionable stock. The artificial demand boosted the stock’s price at which point those involved in the scam sold their stock. The average investor was left holding a worthless portfolio. Today, the “pump” part of the scam is carried out through bogus postings in chat rooms, newsgroups, emails and with falsified online investor newsletters.

AVENUES OF REFORM: The previous discussion has highlighted the fact that there are presently few rules in cyberspace. The traditional wall between editorial content and advertising has been breeched. Web sites collect personal data with little information provided to consumers on how such data will be utilized. Both traditional and newly devised fraudulent schemes have infiltrated the Internet. There is limited authority to enforce rules in this new frontier and little capacity to punish those who violate norms of online conduct. Several avenues of reform, however, may provide options for dealing with these myriad problems.

Government regulation. One fairly obvious way to deal with the questionable practices observable on the Web is through government regulation. The problem with government intervention is that it goes against the traditional concept of the Net being a place for open communication and universal access without the interference of government. Because of this traditional view, government has taken a measured approach when dealing with issues related to the WWW.

Even thought the Clinton administration has adopted a hands-off stance toward Internet regulation in general, the Federal Trade Commission’s Bureau of Consumer Protection has been quite aggressive in rooting out consumer fraud (Simmons, 1999). Over the past five years, the division has pursued more than ninety Internet related enforcement actions. Many of these actions have dealt with common fraud cases such as get-rich-quick pyramid schemes or miracle weight loss drugs. However, large corporations have not evaded scrutiny. In 1999, the agency took on Wal-Mart Stores, Inc. and Burlington Coat Factory Warehouse Corporation for allegedly mislabeling clothes that appeared in online catalogs. Well known computer makers Dell and Micron were charged with placing misleading advertisements on Web sites. In all of these cases, consent agreements were reached with the company to stop the alleged activities.

A second government agency actively involved in fighting fraud is the Securities and Exchange Commission. The SEC is so concerned about the potential growth of Internet-based stock fraud that it maintains a surveillance program through Cyberforce, a volunteer group of ninety attorneys, accountants, and analysts from all divisions of the SEC. The SEC also has a division of Enforcement Compliant Center where the public can report possible violations of laws and regulations. Further, the SEC Web site contains investor alerts about criminal activities conducted on the Web and it has placed warnings in newsgroups and securities areas of commercial online services where questionable stocks are being discussed (James, 1998).

In the area of privacy, the government has taken a wait and see approach. The government has allowed the world of electronic commerce to self-regulate. In June, 1999, the Federal Trade Commission issued a report entitled “Self Regulation and Online Privacy: a Report to Congress.” The report concluded that e-commerce leaders can take pride in the substantial improvement since 1998 in providing better implementation of FTC policies that address consumers’ concerns about privacy (Guidera, 1999). It should be noted, however, that the report also points out that the implementation of  fair information practices is not widespread among commercial Web sites. It is also clear that the FTC will continue to keep close tabs on industry efforts at self-regulation and is prepared to take a more active role if necessary. The willingness of the FTC to take an active role is evidenced by its encouragement of Congress to pass the Children’s Online Privacy Protection Act of 1998.

Disclosure and self-governance. Disclosure and self-governance appear to be two viable means of regaining consumer trust in the distinction between editorial and advertising content and privacy. The old adage that “honesty is the best policy” may hold true for organizations trying to mix advertising and editorial content. Sellers (1999) indicates that there are three words of advice for Web sites that want to avoid an ethical quagmire: disclosure, disclosure, disclosure. If an e-commerce company is forthright about what they are doing, people will not take offense.

Consider the example of Amazon.com and their “cooperative” advertising package which was discussed earlier in this paper. The fact that customers were not informed of these payments caused Amazon.com to loose credibility. By reversing their initial decision of non-information and telling customers which displays had been paid for, the company was able to ease the tension with its customer base. It is interesting to note that Barnes and Nobel, which uses the same “cooperative” advertising packages, also promised to make clear to its customers which displays had been paid for.

Another example of clear disclosure policies is seen in the search engine Goto.com. The search Web site makes it immediately clear that the links in its search engine are sold. The surfer can accept or reject this approach, but Goto.com has been open with what they are doing. No one using the site is likely to feel used or abused.

Self regulation appears to be an enlightened self-interest approach to the issue of privacy online. Toward this end, thirteen high-technology trade associations drafted a plan for industry self-regulation on privacy. It included a set of principals on such matters as accuracy, recourse, security, and enforcement, as well as an action plan by the online community. Despite efforts of this type, a survey in May, 1999, found that 66% of surveyed sites posted privacy policies, but only 9.5% met Federal Trade Commission guidelines (Anthes & Thibodeau, 1999).

To try and help in the self-regulation of privacy, entities such as TRUSTe and the Better Business Bureau Online (BBBOnLine) have come into existence. These entities are trying to persuade businesses to voluntarily post and uphold privacy policies. TRUSTe is an independent, non-profit privacy initiative dedicated to building users’ trust and confidence on the Internet. It has developed a third party oversight seal program that alleviates users’ concerns about online privacy (Benassi, 1999). BBBOnLine, a subsidiary of the Council of Better Business Bureaus, features a privacy program which includes verification, monitoring and review, consumer dispute resolution, a compliance seal, enforcement mechanisms, and an educational component. The BBBOnLine seal is awarded to organizations that post online privacy policies that meet the required core principles such as disclosure, choice, and security (Rogers & Jastrow, 1999).

Gated communities in cyberspace. A third approach to reaffirming consumer trust in e-commerce is through the use of “gated communities” in cyberspace. The notion of community had been at the heart of the Internet since its inception (Armstrong & Hagel III, 1996). The early users of the Net formed an interactive research community. E-commerce enterprises need to understand that the unique community-building capability of cyberspace may be a viable answer to the issue of trust.

To fully develop the concept of gated communities, one must first consider the social scientist’s idea of “defensible space.” Defensible space identifies the way a physical design can inhibit crime. Perceptions of danger can be reduced by the arrangement of such elements as gates and well maintained buildings and windows. The message such physical arrangements convey is that this space is watched and cared for. The absence of such defensible space on the Net inhibits e-commerce. Surfers are given few clues that the virtual space they want to visit is safe.

Spar and Bussgang (1996) envisioned the translation of “defensible space” into “gated communities.” In talking about the self-governance of business on the Web, they said:

…they can establish rule-bound areas of the Internet – “virtual Communities” in which rules are enforced. In these areas, companies can perform the function that governments are not yet capable of fulfilling…. Just as merchants in medieval times developed the customs and practices that eventually became commercial law in Europe, so can contemporary companies and entrepreneurs create the rules of electronic commerce.

The authors believe that we are seeing the initial development of these “gated communities” on the Web. As an example, we would like to consider the case of Amazon.com.

Amazon.com has developed a strong reputation as one of the Internet’s first and most trustworthy and reliable e-commerce sites. This strong reputation has resulted in the attraction of over 17 million registered customers. It has also allowed the company to expand its selection from books to other products which now include music CDs, video tapes, DVDs, toys, electronics, computer software, and online auctions.

In a September 30, 1999, announcement, Amazon.com vastly expanded its business through the addition of zShops. zShops enable anyone to offer merchandise for sale at Amazon.com, whether they are micro-manufacturers or major manufacturers, small businesses or global corporations, specialized retailers or mega-corporations. What is perhaps more important from the perspective of our “gated community” concept is that Amazon.com has instituted specific policies to protect both zShop merchants and customers. In a prominently displayed link on the Amazon.com web site, a simple click takes the potential buyer or seller to the “Why This Is Safe” web page. On this page, the company describes the specific systems that it has put in place to establish a sense of security and trust for all those interested in participating. Six specific systems have been developed and are identified below:

1.
The Amazon.com Auctions and zShops rating and feedback system. The rating and feedback system lets buyers and sellers post comments about the experiences they've had participating in transactions with each other. The ratings are posted by a participant's nickname, and those ratings stick with the company or individual — even if they change nicknames.

2.
Every Amazon.com Auctions and zShops participant's identity is verified with a valid credit card. The identity verification means that Amazon.com really knows who the participants are and how to reach them if a dispute arises.

3.
Amazon.com helps individuals become savvy Auctions and zShops participants. The company provides helpful tips on everything from contacting the seller to using escrow services when you purchase expensive items.

4.
Amazon.com provides an in house fraud investigation staff. A highly-trained fraud investigation team constantly patrols the nooks and crannies of Amazon.com Auctions and zShops. 

5.
Amazon.com has a zero-tolerance fraud policy. Auctions and zShop participants who don't honor their word — sellers who offers items for sale but don't deliver, or buyers who say they'll pay for their purchases, but don't — lose their right to participate in Amazon.com Auctions and zShops.

6.
The Amazon.com A-to-Z Guarantee. If somehow, despite all of the company’s best efforts, an individual believes that a seller has defrauded him/her, Amazon.com will reimburse buyers up to $250 per claim.

In summary, what Amazon.com has done is develop a “defensible space” through the implementation of computer systems rather than physical systems . The company has extended the well known and trusted rules and regulations of its “gated community” to encompass hundreds of new merchants and thousands of new products.

CONCLUSION AND MANAGERIAL IMPLICATIONS: In summary, consumer trust in electronic commerce is being tested by some of the common business-to-consumer (B to C) practices visible on the World Wide Web. Businesses have blurred the line between advertising and legitimate editorial content. Privacy policies are often nonexistent or, if they do exist, tend to be changed as a “dot.com” company’s financial fortunes change. Fraudulent practices have migrated from the “bricks and mortar” section of the economy to the e-commerce sector.

Managers of electronic commerce businesses do, however, have some strategic options available with which to fight these destructive practices. Honest disclosure of the company’s Web site practices may be the best way to alleviate issues of editorial content versus advertising. E-commerce companies simply need to explain to their customers the practices that drive their individual Web site. In taking such an approach, customers are given the option of accepting or rejecting company practices. In most cases, consumers will appreciate the candid disclosure and accept the policies. It tends to be the idea of deception rather than the particular business practice that has caused problems in “B to C” relations on the editorial versus advertising issue. 

Government regulation stands poised in the wings to deal with consumer privacy issues if business self-regulation fails. With this in mind, managers of e-commerce organizations should recognize that Web site inclusion and prominent display of “privacy policies” is an effective way of self-regulating consumers’ privacy concerns. Managers can gain even greater trust by agreeing to adhere to and display third party “trust” seals such as TRUSTe and/or BBBOnLine.

In response to fraud on the WWW, government agencies such as the FTC and SEC are actively engaged in fighting fraudulent practices. It is, however, obvious that the sheer size of the regulatory task will limit the success of the government policing effort. Strategically, e-commerce companies need to adopt the concept of a “gated community” which provides their customers a sense of security from fraud. Larger organizations with substantial resources can develop their own “community” with rules, regulations, and an internal system of enforcement. An example of this approach would be the Amazon.com zShops approach where security systems and an internal fraud investigation unit have been implemented. For smaller companies with limited resources, the most obvious approach would be to join a “gated community” such as the Amazon.com zShops. Smaller companies signing on as a member zShop not only gain access to a “gated community” but also gain exposure to Amazon.com’s large customer base.
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DOES CULTURE OR PERSONALITY TRAIT
INFLUENCE CAREER CHOICES, A STUDY OF
VENEZUELA, UNITED KINGDOM AND UNITED
STATES PROFESSIONAL ACCOUNTANTS
Stephen F. Laribee
Eastern Illinois University
ABSTRACT: This paper presents the findings of a research study of the personality traits of professional accountants from two disparate Spanish and English speaking cultures.  This study is specifically concerned with the relationship between Myers-Briggs Type Indicator (MBTI) personality characteristics and individuals who have chosen accounting as their professional career.  The MBTI is not a measure of skills or abilities.  It looks at four personality preferences that everybody supposedly uses at different times.  These preferences are not a measure of excellence; rather, they are an indication of the type of environment in which we feel most comfortable and work best.  The theoretical background to the measure of personality in this study is derived from the theoretical work of Carl Jung.  Jung believed he was describing mental processes common to the entire human species.  To the extent that he was correct, type differences should be consistent across cultures.
INTRODUCTION:
Professional accountants seem to have strong stereotypes associated with them.  Researchers who have studied this issue (Arayana, Meir & Bar-Ilan, 1978; Bedeian, Mossholder, Touliatos & Barkman, 1986; DeCoster & Rhode, 1971; Granleese & Barrett, 1990; Imada, Fletcher & Dalessio, 1980) have found the following stereotypic descriptors being applied to accountants:  conforming, conservative, stable, restrained, unsociable, conscientious, sober, introverted, uncreative, poorly developed sense of aesthetics, precise, exact, detailed, perfectionist, likes certainty, practical, persevering and ambitious.  The question this study will explore is: do personality traits of professional accountants play an important role beyond the existence of an accounting stereotype and do they remain constant between Spanish and English speaking cultures.
METHODOLOGY: 
The test instrument used in this study is the widely used Myers-Briggs Type Indictor (MBTI).  Based upon Carl Jung's theory of psychological types, it is an effort to determine how individuals seek out, perceive, and evaluate information.  Jung's psychological type theory proposed that starting in childhood, one develops a preference to using certain mental abilities and continues throughout life to the point that certain functions and attitudes will become more developed and thus dominate.  Jung believed he was describing mental processes common to the entire human species.  To the extent that he was correct, type differences should be consistent across cultures.

The MBTI is not a measure of skills or abilities but centers about four contrasting pairs of psychological preferences:  Extraversion versus Introversion, Sensing versus Intuition, Thinking versus Feeling, and Judging versus Perceiving.   These four sets of preferences combine to form 16 distinct personality types.  These preferences have been applied to the work environment by using the following distinctions (Myers and McCaulley, 1985). 
1. Extraversion (E) and Introversion (I):  E-type persons have interests flowing mainly to the outer world of actions, objects and persons.  They work interactively with a variety of people.  I-type persons, on the other hand, have interest flowing mainly to the inner world of solitude and ideas.  They like work that allows some privacy and time for concentration.
2. Sensing (S) and Intuition (N):  S-type persons prefer to perceive the immediate, real, practical facts of experience and life.  They enjoy work that requires attention to detail and careful observation.  N-type persons, though, prefer the possibilities, relationships, and meanings of experiences.  They like work that provides a succession of new problems to be solved.
3. Thinking (T) and Feeling (F):  T-type persons prefer making judgments or decisions objectively, and impersonally, and considering causes of events and where decisions may lead.  They enjoy work that requires logical order, especially with ideas or numbers.  F-type persons, however, would rather make judgments or decisions subjectively and personally, weighing values of choices and how they matter to others.  F-type persons prefer work that provides service to people and a harmonious and appreciative work environment.
4. Judging (J) and Perceiving (P):  J-type persons most want to live in a decisive, planned, and orderly way aiming to regulate and control events.  They like work that imposes a need for system and order.  But P-type persons prefer living in a spontaneous, flexible way, aiming to understand life and adapt to it.  They like work where understanding situations is more important than managing them.
All of us, of course, possess elements of each personality type, but normally prefer one of each contrasting psychological preferences to the other.  At the same time, we neither ignore nor eliminate the other preference; it is simply submissive to the stronger, preferred type.
Scarbrough's (1993) research found that there is a strong relationship between Personality Type and accountant's career satisfaction.   The Personality Type of United States professional accountants has been studied in some detail by Jacoby (1981); Kreiser, McKeon, and Post (1990), and Otte (1983).  For the purpose of this study, their data have been combined for a base group of United States accountants.  Shackleton (1980) studied the Personality Type of United Kingdom professional accountants.  All the previous studies were done on English speaking accountants, as the MBTI was English only.  It is now available in Spanish, which allows us to give it to a group of Venezuela professional accountants.

DATA ANALYSIS: 
The data were analyzed using the CAPT Selection Ratio Type Table PC Program (Granade, Hatfield, Smith, and Beasley, 1987).  This allowed us to see if there were any significantly differences in Personality Type between professional accountants from the United States, United Kingdom, and Venezuela.  
Table 1 shows the percentage of each group's preferences for the difference type components.  There were no significance differences between the accountants for the United States and the United Kingdom in their preference.  This was not unexpected as they both have a similar culture.  The following is an analysis of each set of type component.
The English-speaking accountants seem to somewhat fit the stereotype that they are Introverts as a slight majority have the Introversions preferences.  Within the MBTI community, there is disagreement as to what percentage of the world's population have these preferences, but the latest research suggests that the United States population is about 50 percent.  Most people may think that accountants are Introverts because Extraverts tend to talk more and louder, but there is far more to Extraversion and Introversion than talkativeness.  Professional accountants, by training and their code of ethics, must be careful what they say because of the confidential data they work with.  The Venezuela accountants are significantly (p<.01) more Extroverted (68.6%).  This may be a result of their culture, as there seem to be a strong bias toward Extraverts in their country.

The second dimension of personality type is about the kind of information people notice. Sensors are people who trust what can be measured or documented and focus their attention on what is real and concrete. They are especially good at figures and remembering a great many facts. One can see that Sensors would be comfortable in the accounting world. Intuitives would rather trust their inspirations and hunches. They focus on implications and inferences. They work best at interpreting facts and seeing the consequences. They would be comfortable in the auditing or fraud investigation area. The English-​speaking accountants are very similar to the United States population where the Initiatives are in the minority at 35%. The accountant with the Intuitive preference (5.9%) in Venezuela appears to be few in number and significantly different (p<.001) than found in the United States. The Venezuela professional accountant does more bookkeeping and less auditing or fraud investigation for their clients as compared to the United State professional accountant. The Venezuela accountant with the Sensing preference would be more comfortable with the work of his profession.
TABLE 1
Percentage of Professional Accountants 
by MBTI Type Components



United States
     N=913
United
Kingdom
N=91
Venezuela
N=51

E (Extroversion)
I (Introversion)

     46.3
     53.7

   41.8
   58.2
  68.6**
  31.4**

S (Sensing)
N (Intuition)

     60.7
     39.33
   65.9
   34.1
  94.1***
    5.9***

T(Thinking)
F(Feeling)

     74.3
     25.7
   65.9
   34.1
100.0***
    0.0***

J(Judging)
P (Perceptive)

     74.0
     26.0
   68.1
   31.9
  88.2*
  11.8*

*p<.05  **p<.01  ***p<.001


 The third dimension of Personality Type concerns the way in which we make decisions and come to conclusions. Thinkers are objective and analytical in their decision‑making. They are motivated by a desire for achievement and accomplishment. Because Thinkers prefer decisions that make sense logically, they should feel at home in the field of accounting. Feelers, on the other hand, make decisions based upon what is important to them and others. Their priorities are different than Thinkers because of their empathetic and compassion. Unlike the Thinkers, they are motivated by a desire to be appreciated. In the United States about two thirds of men prefer Thinking and two thirds of the women prefer Feeling. Socialization may have some influence on this preference. The Venezuela accountants all preferred Thinking even though there were 21 women in this group. This is a very significance (p<.001) difference between the two cultures.
The last dimension of Personality Type concerns whether the accountants prefer to live in a more structured way (making decisions) or in a more spontaneous way (taking in information). The people who prefer Judging like their lives structured and matters settled. They experience tension until closure is reached and are constantly drawn toward making a decision. They are comfortable in a business environment where setting and meeting deadlines are important. Perceiver's behavior is just the opposite of the Judgers. They experience tension when they are forced to make a decision; they avoid closure and prefer to keep their options open. One can see that the Perceiver may not be comfortable in the accountant's world. Many of the accountants have the Judging preference with the Venezuela having significance (p<.05) more. In the United States population, about 60 percent are Judgers and 40 percent are Perceivers.
The above four separate dimensions of Personality Type, each bi‑polar, will give 16 discrete Personality Types possible as shown in Table 2. You will note that the United States accountants are represented in all 16 types, but not equally. Again, we found that there are no significance differences between the United State and the United Kingdom accountants. The Venezuela accountants were represented in only six of the indices, but as a group they only had significance differences in two types, ESTJ (56.9%, p<.001) and ESTP (7.8%, p<.05).
What is of interest is that two types, ISTJ and ESTJ, represent the largest group of accountants from all three countries. The United States population is thought to have about 6% ISTJs and 13% ESTJs. For the accountants, ISTJ types are consistent as a percentage for all three countries. The percentages of ESTJs are similar between the United States and the United Kingdom, but significantly higher with the Venezuela accountants (56.9%, p<.001). The accountants with the Sensing, Thinking and Judging (STJ) preference represent about 40% of English speaking accountants, but 82% of the Venezuela accountants which is significantly higher (p<.001).
DISCUSSION: This study set out to determine if personality traits of professional accountants play an important role in who chooses this career and if so, do the traits remain constant between cultures. The studies on English and Spanish speaking professional accountants found that all Personality Type can be found, but there is one distinct Personality Type. The accountant with the Sensing‑Thinking‑Judging (SJT) type is the most common type in both cultures. 
In the United States, studies of CPA firms show that this is the Personality Type most likely to succeed in career advancement.  Jacoby (1981) studied three national (Big Eight) CPA firms and found that 56% of the audit partners were STJs, whereas Otte (1983) studied twenty‑four local CPA firms and discovered that 53% of the partners were STJs. The Venezuela CPAs were overwhelming STJs at 82%.
TABLE 2
Percentage of Professional Accountants by MBTI Types



United States
N=913
United
Kingdom
N=91
Venezuela
N=51

ISTJ
ESTJ
INTJ
ENTJ
ENTP
ISFJ
ESFJ
INTP
ISTP
ENFP
ENFJ
INFP
ESTP
INFJ
ISFP
ESFP
STJ

          24.1
          16.9
8.8
8.2
5.8
5.7
4.4
4.2
3.8
3.7
3.7
2.6
2.5
2.3
2.2
1.1
          41.0

           25.3
           13.2
4.4
5.5
4.4
9.9
6.6
4.4
4.4
5.5
2.2
6.6
4.4
1.1
2.2
0.0
           38.5
           25.5
   56.9***
2.0
3.9
0.0
0.0
0.0
3.9
0.0
0.0
0.0
0.0
  7.8*
0.0
0.0
0.0
    82.4***

*p<.05   ***p<.001


There may be a practical reason that the STJ type appears to be the dominant type in the accounting profession. The STJ accountants are very practical, results‑oriented, precise and accurate in their work. They are good at remembering important facts and figures and can cite evidence to support their views. They like work that follows established procedures, where they can make decisions and are given a great deal of control and responsibilities. This description seems to fit the accounting stereotype.
Although the Venezuela professional accountants had significant differences to the English-speaking accountant, it was only because more of them had the dominant STJ Personality Type. This supports Carl Jung's theory that the professional accountant's Personality Type should be consistent across cultures. It appears that Personality Type is an important factor in individuals choosing the career of a professional accountant.
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ARE TEMPS ADEQUATELY REWARDED?
John McGee

Donald Sanders

Southwest Texas State University

ABSTRACT

In response to a lawsuit filed by Microsoft temps alleging unequal treatment, a court ordered the company to pay the temps full employee benefits and compensation, even though thousands of temps had worked full time for years without benefits and even though the workers had all signed a document expressly waiving any benefits.  Microsoft was also required to reclassify workers and pay damages for previous mistakes in their classification.
  While this case does not require other employers to grant similar benefits to their own employees, it is part of a broad offensive to grant temporary workers far more protection than they previously enjoyed.  

BACKGROUND


Most companies these days, in addition to having regular employees, have utilized the services of temps or “contingent” employees.  The United States now has about 3 million temps, and about half have been at the same position for six months or longer.
  The growth of dot-com companies and other trends in the high-technology industry have led to an especially large increase in the use of temporary employees in these companies to meet short term needs or to provide specialized expertise.  In the United States, the number of contingent employees has increased more than fivefold since 1982, rising from 417,000 in 1982 to 2.3 million in 1996.
  

They now represent between 25% and 30% of the work force and have been growing at a rate of 40% to 75% faster than the overall work force.
  When product cycles are short and workloads erratic, companies desire maximum flexibility and the use of temporary workers is a key competitive weapon.  Many workers have also found the arrangement a more flexible option in their working lives and have voluntarily agreed to work without benefits.  But after seeing their co-workers grow rich with stock options, many of the so-called “permatemps”
 are now demanding benefits like health insurance, 401(k)s, and, especially, stock options.  

Temps at Arco and Time Warner have filed lawsuits over the classification of benefits and have enlisted the Labor Department in their fight.
   While nothing in these cases, or in the Microsoft case that has already been decided, requires other employers to grant the same or even similar benefits to their own employees, they are part of a trend towards treating contingent workers the same as full time employees.  Employers who use temporary or contract workers on a regular basis can no longer simply deny them various employee benefits.

THE MICROSOFT CASE


The facts of the case are well summarized in the Ninth Circuit’s final opinion: “Following a federal employment tax examination in 1990, the IRS determined that Microsoft had misclassified workers in various positions occupied by independent contractors and that services performed by workers in the specified positions constituted an employer-employee relationship.  In response to the IRS ruling, Microsoft offered some of the workers in reclassified positions jobs as regular employees.  Most of the employees, however, were given the option to convert to temps or lose their working relationship with Microsoft.  In addition, Microsoft voluntarily converted independent contractors in other positions to temps.  The temporary employment agency payrolled these workers but in other respects the workers’ relationship with Microsoft remained essentially unchanged.  In the years following the reclassification and conversion, Microsoft utilized the services of numerous temps.
  The temp work functions were fully integrated with those of the regular employees but the company did require the temps to wear different color badges, and have different e-mail addresses.  Temps were given a less formal orientation session and were not invited to official company functions.  They were required to submit invoices for services rendered and were paid through the accounts receivable department without any deductions for withholding and employment taxes.
   In 1996 temporary workers who had been denied benefits because Microsoft considered them independent contractors or employees of employment agencies sued for benefits.  Before trial, Microsoft altered its policies in order to avoid any possibility of having to pay benefits to its contingent work force in the future.  It did this by terminating what it had hoped was an independent contractor employment system and replacing it with the use of personnel provided by an employment leasing agency.
  After the IRS audit, Microsoft offered its temps the option of terminating their employment relationship with Microsoft completely or continuing to work at the company but in the capacity of employees of a new temporary employment agency, which would provide payroll services, withhold federal taxes, and pay the employer’s share of FICA taxes.  This tactic failed because the court held that the workers could be employees of a temp agency and also be common law employees of Microsoft, and Microsoft had not excluded them from  coverage in clear and explicit language
 

Microsoft’s initial win in the trial court was due to the document each temp had signed that read: “As an Independent Contractor to Microsoft, you are self employed and are responsible to pay all your own insurance and benefits” and because the terms of the stock ownership plan had not been properly communicated and therefore had not become a part of their contract. 
  

The 9th Circuit considered the employment agreements not controlling because the workers were in fact common law employees.
  This was distinguished from other cases in which workers were properly denied benefits because they signed documents acknowledging their ineligibility and they did NOT meet the eligibility criteria of the relevant plan
 or even meet the standards for classification as an employee.
   Moreover, the court noted that the Internal Revenue Code requires that qualifying stock purchase plans must permit all common law employees to participate and Microsoft=s plan excluded only short-tem workers who worked less than five months per year or less than half-time.  Therefore, said the court, contingent employees had the same options to acquire stock as all other employees.  The case was remanded back to the trial court to determine the damages for each particular worker.

WHO IS A CONTINGENT EMPLOYEE?


In the United States, the number of contingent employees has increased more than fivefold since 1982, rising from 417,000 in 1982 to 2.3 million in 1996
.  They now represent between 25% and 30% of the work force and have been growing at a rate of 40% to 75% faster than the overall work force
.  While there is no standard definition used to describe this large minority of workers, the Bureau of Labor Statistics defines contingent employment as “almost any work arrangement that might be considered to differ from the commonly perceived norm of a full-time wage and salary job”
.  Contingent employees are designated by myriad titles and are classified by a confusing variety of organization charts, so that a comparison among them is difficult.  They have been called “independent contractors”, “freelancers”, “temporary agency employees”, “temps”, “leased employees”, “contract employees” and “common-law employees”.  The manner in which contingent employees are hired and compensated varies.  Sometimes the employer contracts with a placement agency to provide contingent workers, sometimes it hires the agency to identify, screen, and verify the credentials of potential employees, and sometimes it contracts directly with the workers themselves.  The classification of contingent workers often determines their right to benefits and the employer’s obligations to the IRS.  A company that tries to deny benefits to contingent workers by classifying them in a way that excludes the workers from full employee benefits risks offending the Department of Labor and the Internal Revenue Service, not to mention the workers themselves.  The law now considers services performed by workers in certain specified positions to constitute an employer-employee relationship, regardless of the company’s own classification. 

The fundamental and distinguishing characteristic of a contingent employee is an employment relationship that is limited in some significant way - either by a particular project or by a specified time period or by some other consideration resulting in less than full-time and exclusive use of the worker’s services.  Most contingent employees are employed for a particular project in order to deal with an unusual volume of work or to provide specialized expertise not otherwise available within the company.  The nature of the supervision accorded the contingent employee also varies.  The contingent employee may work in the company’s offices and may receive the same type of direct, continuing supervision the company provides to its regular employees or may function in a virtually autonomous relationship in which the contingent employee works from a location outside the company and is solely responsible for the product delivered.

EMPLOYEE, AGENCY EMPLOYEE OR INDEPENDENT CONTRACTOR?


Part of the confusion about the Microsoft workers was caused by their initial classification (by Microsoft) as independent contractors.  A subsequent arrangement between Microsoft, the workers, and a temporary employment agency only complicated the issue.  Of course, one way to find a qualified applicant when there is a vacancy to be filled is to use an employment agency, but relationships with an employment agency can result in unintended legal consequences.  In addition to problems and misunderstandings concerning fees and discharge or resignation of the employee, the very act of dealing with an agency instead of directly with the employee may expose the employer to lawsuits.  There is no federal law that regulates relationships with employment agencies, and private contracts between the applicant and the agency or between the employer and the agency do not determine the relationship between employer and worker.  Even in states that regulate the agency’s relationship with the applicant, the employer is not a party to the agreements and is not bound by them.  Temporary agency employees that are retained for more than six months are likely to become classified as permanent employees despite safeguards taken by the employer.  The employer should not exercise control over the terms and conditions of employment, should not be involved in addressing performance or attendance problems, enforcing an appearance policy, or terminating the individual from the temporary assignment.  But even if for some purposes the workers are considered employees of the agency, that does not preclude their status as common law employees of the employer.  The two are not mutually exclusive.  Workers leased from an employment agency may be the common law employees of the recipient of their services.
  

If the workers have enough independence, they may be considered independent contractors instead of contingent employees.  Many employers prefer to hire independent contractors instead of employees thinking they are cheaper, since the employer does not have to pay a tax for Social Security and unemployment compensation purposes, withhold income and Social Security taxes from their check, or comply with minimum wage laws.  Most importantly, independent contractors are not eligible for expensive insurance and retirement benefit programs.  No longer, however, may employers simply declare that certain workers are independent contractors and treat them accordingly.  The common law has always considered the key issue in determining whether an individual is an “employee” or an “independent contractor” to be the employer’s right to control the means and manner of work.
  A significant degree of control over the means and manner of work compels the conclusion that the individual is an employee.  In contrast, if only the ultimate result desired is dictated by the employer, then the individual will be found to be an independent contractor.  The type of control typically exercised by an employer includes the establishment of when and where to begin and stop work, the provision of the tools and appliances used to perform the work, and the control of the physical method or manner of accomplishing the end result.  Other factors relevant to this inquiry are the skill required, whether the employer has the right to assign additional projects to the individual, the extent of the individual=s discretion over when and how long to work, the method of payment, the individual’s role in hiring and paying assistants, whether the work is part of the regular business of the employer, and the provision of employee benefits.  The Internal Revenue Service has promulgated Form SS-8 so that employers and workers can get a determination as to whether a worker is an employee for purposes of Federal employment taxes and income tax withholding.  The form includes nineteen questions about work activities that the agency looks at to determine if an individual qualifies as an “employee‘
.

If the employer determines such conditions of employment as rules of behavior, uniforms, and working hours, then the workers are clearly employees.  Even if they are paid by commission, they may still be employees if they have no special skills and make no financial investment in the company.  The nineteen questions asked by the IRS can be summed up in five factors:  1) recruitment; 2) training; 3) duration; 4) right to assign additional work; and 5) control over the relationship between worker and employer.
  Written job descriptions which do not reflect the actual authority of the worker have no effect whatsoever.  If the employer has a right to control the efforts of the worker, then the worker is an employee.  Employers may not intentionally misclassify workers into the contingent category in order to avoid any obligation to pay employment taxes or allow the affected workers to participate in company-sponsored employee benefit programs.

EMPLOYMENT AT WILL

It does the contingent employee little good to be classified as a regular employee if he or she can be terminated at any time for any reason.  That, of course, has been the law since adoption of the “employment at-will” rule in the 19th century.  Employment relationships have long been generally terminable at-will (i.e. for any reason or no reason at all) by either party.
  However, various exceptions or modifications to the rule may offer the contingent employee some hope of stability:

1) There may be a specific term in the employment contract that modifies the at-will relationship.  Promises made to the workers regarding hiring, longevity, or job performance may compel a decision that they are regular employees, even though the promises were not kept.  For example, an employer may have promised “lifetime” employment or that the employee’s job was secure ( i.e. that the worker would not be discharged without cause).
  While there are good reasons for limiting the enforceability of oral promises (the manager who allegedly made the promise may not be around; other witnesses may have disappeared or died; the company may have undergone a major reorganization), the common-law doctrine of “promissory estoppel” has always allowed for the enforcement of certain employer promises.  For example, if an employee resigned from his or her current job in reliance on an employer’s promises of current and future employment, that would be a material change in position in foreseeable reliance on a promise and would be enforced;

2) There are “public-policy” exceptions to the employment-at-will rule for employees who refuse to perform illegal acts
, report a crime
, perform a public duty
, or exercise public rights
.  While most states recognize only very narrow public policy exceptions 
to the employment at-will doctrine, almost all would prohibit the discharge of an employee solely for refusing to perform an illegal act or for reporting illegal activities. 

3) There may be a statute that prohibits the discharge of an employee for a particular reason.  For example, in most states an employee may not be discharged in retaliation for reporting a violation of certain health and safety codes, for filing a worker’s compensation claim in good faith, because of active duty in the state’s military forces, 
due to jury service, or because of race, color, disability, religion, national origin, age or 
sex.  Public employees are also protected by various “whistleblower” laws from being discharged in retaliation for reporting, in good faith, violations of the law
.

CONCLUSION


The efforts of the “Microserfs”, as they like to call themselves, may backfire if Microsoft and other employers decide to get rid of their temps permanently.

  Employers may conclude that providing workplace benefits to their contingent employees outweighs the benefits of using temps.  If the message of the Microsoft decision is merely that plan benefit language must be carefully written in order to exclude contingent employees, as most commentators have argued,
 then it is still legal to exclude temps from benefit plan eligibility.  Contingent employees have no inherent right to claim benefits from their employer, especially if they have contracted away any rights they may have had,
 and employers can avoid problems if their benefit plans include specific eligibility exclusions and plan documents state explicitly that leased employees are not covered.
   

On the other hand, a major class action suit has just been filed against ARCO alleging that it misclassified its workers as temps in an effort to exclude them from company health and retirement benefit plans.
  Time Warner is facing federal labor charges for allegedly denying benefits to hundreds of writers and artists by misclassifying them as temporary workers.  The Labor Department wants an independent review of the firm’s personnel policies.
  Congress has proposed a statutory obligation on employers to provide specific benefits to all workers and, even though there has been no realistic prospect for such coverage in the foreseeable future,
 it could be a popular proposal in an election year.  Finally, the plaintiff’s bar is eagerly pursuing potential class actions on behalf of temps who have been denied benefits.



Temps who worked for Microsoft any time after 1986 are now eligible to buy discounted stock in the company and they may eventually be paid millions of dollars for the appreciation of shares they were unable to buy.  This despite the fact that they had been told when hired that they were ineligible for the stock purchase plan and had signed contracts disclaiming it.  Temporary workers who follow company guidelines in their work, are given an office with computer and secretarial support, and work primarily with one firm are likely to form a growing army of plaintiffs clamoring for benefits.  Now they have a precedent.
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